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SOUNDINGS

This front section of the  Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research artcles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Xavier Boutillon—For research in the C. J. Darwin—For contributions to the Jos J. Eggermont—For research in neu-
physics of musical instruments. understanding of perceptual grouping ral responses to acoustic signals.
processes in hearing and speech.

Timothy Leighton—For contributions Jacques Reisse-For contributions to Ronald Schusterman—For contribu-
to bubble acoustics. sonochemistry. tions in marine mammal audition and
psychoacoustics.
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Kawan Soetante—For contributions
in education and microbubble acous-
tics.

Kevin Williams —For contributions to
measurement and modeling in ocean
acoustics.

Appreciation to the 1997 reviewers of

manuscripts submitted to the

Journal

Baer, T.
Baggeroer, A. B.
Bahr, R. H.

The quality and dependability of the information contained in the ar- Bai, M. R.

ticles and letters published in th#éournal of the Acoustical Society of

Bailey, P. J.

Americaare assured through the competent peer reviewing contributed baker, C. R.
the reviewers that our Associate Editors enlist each year. The reviews shoBallato, A.
evidence of the reviewers’ diligence and dedication to the Society and t®amnios, T.
their profession. In appreciation to the reviewers for these anonymous segag, C.

vices to theJournaland its authors during 1997, the Editor-in-Chief grate- gar-Cohen, Y.
fully publishes their names in alphabetical order without identification of thegarher B. p.
review specialities or of the articles that they reviewed. Fifty-six percent OfBarbour, D. K.

these reviewers also reviewed in 1996. In such a long1423 some errors
and omissions are certain to occur. If you reviewed doyrnal article or
letter in 1997 but your name has been omittedmisspellegl please accept
our apology and send a correction promptly to the Editor-in-Chief. Thank

you.

DANIEL W. MARTIN
Editor-in-Chief
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Yoder, T. J.
Yogeswaren, E.
Yoshikawa, S.
Yost, W. A.
Yost, W. T.
Young, E. D.

Zabolotskaya, E. A.

Zagaeski, M.
Zahorian, S. A.
Zajac, D. J.
Zakarauskas, P.

*Also in 1996, omitted.

Zeng, F-G. Ziolkowski, R. W.

Zeqiri, B. Ziomek, L. J.
Zhou, G. Ziv, M.

Zhou, J-X. Zolotov, E. M.
Zhu, Q. Zuckerwar, A. J.
Zhu, Z. Zurek, P. M.
Zingarelli, R. A. Zwislocki, J. J.

Eight medals awarded to students during
1997

In 1997 the twelfth year of the Robert Bradford Newman Student
Award Medal Program, eight students were selected to receive the medal
“For Merit in Architectural Acoustics.” All recipients attended architectural
schools previously represented by medalists in past years, including
Princeton University and the University of Florida where two students were
recipients of medals this year.

Following is a list of the recipients of medals and their projects:

Michelle L. Amt
Princeton University
Acoustical Oppositions In a Performing Arts Center: Building as Narrative

Gabriel Caunt
University of Kansas
A Practical Study of Auralization Using EASE and EARS Software

Karen Timms Godsey
Clemson University
Community Theatre for Greenville, SC

Christopher R. Herr
University of Florida
An Acoustical History of Theaters and Concert Halls

Travis L. Hicks
Princeton University
Acoustical Oppositions in a Performing Arts Center: Building as Narrative

Jacob E. Kain
Massachusetts Institute of Technology
Concept Development for Performing Arts Center: Acoustical Integrity

Shannon L. McKee
Roger Williams University
Falmouth Playhouse on Cape Cod, MA

David Prince

University of Florida

Variation of Room Acoustics: Measurements as a Function of Source Lo-
cation and Directivity

Neil Shade Awarded 1997 Schultz Grant

The 1997 Theodore John Schulz Grant for Advancement of Teaching
and Research in Architectural Acoustics has been awarded to Neil Thomp-
son Shade, President and Principal Consultant of Acoustical Design Col-
laborative, Ltd. of Falls Church, Virginia.

The grant money will be used to develop a Sound Design Guide for
instructional use by faculty and students in schools of architecture. The
Design Guide will cover the basics of sound systems design, its integration
within buildings, and requirements for contract documents.

Mr. Shade states, “With rising public expectations on the performance
quality of reproduced sound in building, | am hoping the Design Guide will
enable students, faculty and practicing architects to more fully understand
fundamental electro-acoustic principles and be able to successfully integrate
these systems within buildings, achieving a level of technical performance
equal to other building systems.”

Acoustical News—USA 7



USA Meetings Calendar

. . ) . 8-19 Sept.
Listed below is a summary of meetings related to acoustics to be hel(} P

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1998

7-12 July Vienna and the Clarinet, Ohio State Univ., Columbus
OH [Keith Koons, Music Dept., Univ. of
Central Florida, P.O. Box 161354, Orlando, FL
32816-1354; Tel.: 407-823-5116; E-mail:
kkons@pegasus.cc.ucf.gdu

12-15 July Transportation Research Board A1F04 Summer Meet-
ing on Transportation Related Noise and Vibration, Tal-
lahassee, FUWin Lindeman, Florida Department of 15-19 March
Transportation, 605 Suwannee St., M.S. 37, Tallahas-
see, FL 32399-0450; Tel.: 850-488-2914; Fax: 850-
922-7217; E-mail: win.lindeman@dot.state.fl.us

9-14 Aug. International Acoustic Emission Conference, Hawaii
[Karyn S. Downs, Lockheed Martin Astronautics, P.O. 27-30 June
Box 179, M.S. DC3005, Denver, CO 80201; Tel.: 303-

'12-16 Oct.

977-1769; Fax: 303-971-7698; E-mail:
karyn.s.down@Imco.com
13-17 Sept. American Academy of Otolaryngology—Head and

Neck Surgery, San Francisco, American Academy
of Otolaryngology—Head and Neck Surgery, One

8 J. Acoust. Soc. Am., Vol. 104, No. 1, July 1998

Prince St., Alexandria, VA 22314; Tel.: 703-836-4444;
Fax: 703-683-510D

6th Annual Conference on Management of the Tinnitus
Patient, lowa City, IA[Richard Tyler, Univ. of lowa,
Dept. of Otolaryngology—Head & Neck Surgery,
200 Hawkins Dr., C21GH lowa City, IA 52242;
Tel.: 319-356-2471; Fax: 319-353-6739; E-mail:
rich-tyler@uiowa.edl

136th meeting of the Acoustical Society of America,
Norfolk, VA [ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797; Tel.: 516-576-2360; Fax: 516-576-2377; E-
mail: asa@aip.org, WWW: http://asa.aip.prg

1999

Joint meeting 137th meeting of the Acoustical Society
of America/Forum AcusticunjAcoustical Society of
America, 500 Sunnyside Blvd., Woodbury, NY 11797;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.drg

ASME Mechanics and Materials Conference, Blacks-
burg, VA [Mrs. Norman Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg, VA
24061-0219; Fax: 540-231-4574, E-mail:
nguynn@vt.edu; WWW:  http://www.esm.vt.edu/
mmconf]. Deadline for receipt of abstracts: 15 January
1999.
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REPORTS OF RELATED MEETINGS

This Journal department provides concise reports of meetings that have been held by other
organizations concerned with acoustical subjects; and of meetings co-sponsored by the Acoustical
Society but planned primarily by other co-sponsors.

World Marine Mammal Science Conference opportunity for scientists active in these specialized fields to exchange ideas
Monaco, 2024 January 1998 and research protocols. Many of the topics discussed at the workshops were
Sponsored by the Society for Marine Mammalogy revi§ited during a special _sympos_ium sessi_on entitle_d “Recent Adyances in
and the European Cetacean Society Marine Mammal Acoustics; Noise Pollution, Habitat Degradation and

. . Policy Making,” convened on the fourth day of the conference. Speakers at
The World Marine Mammal Science Conferen®MMSC) marked e symposium provided summary presentations on marine mammals hear-

the first meeting cosponsored by the United St?tes'bas‘?d, Society_ for Mariqﬁg capabilities, behavioral disruption caused by anthropogenic noise, and
Mammalogy and The European Cetacean Society. The joint meeting was thg g government policyis-avis marine mammals and noise pollution.

12th Biennial Conference on the Biology of Marine Mammals, and the 12th
Annual Conference of the European Cetacean Society. Over 1150 pamcj&coustic Thermometry Ocean ClimataTOC) study sound source on ma-
pants from nearly 60 countries attended the 5-day event, which featureﬂ

roughly 600 scientific presentations. As is common at these meetings ne mammals, and the use of acoustic data in conjunction with photo-
gnly . p o . ) 9Sdentification or genetic techniques were interspersed throughout the pro-
acoustics and audiology featured prominently in many of the sessions. Spe-_~_ . ; . . 8 S
o . Ceedings, especially in sessions focused on “Behavior.” Also, use of
cifically, there was one plenary talk, two oral sessi¢h8 papers and a autonomous hydrophone arragiscluding the U.S. Navy SOSUS hydro-
comprehensive poster sessi@Y presentationglevoted exclusively to top- ydrop 9 - Navy Y

o . ) - rPh0n8$ for whale call detection, and development of new hardware and
ics in acoustics and underwater noise. In the plenary session, Dr. Darlene

. . S war m Il ion were in strong evidence in ion
Ketten provided a succinct summary of current concerns and scientific |n-SOﬂ are to automate call detectio ere strong evidence sessions

vestigationsvis-a-vis the effects of man-made noise on marine mammals.deVOted to “Survgys & New Technlqu_es.” ngrall, this conference again
Presentations during concurrent sessions included updates on bottlenose dldrll_derscored th? importance of acoustic technlque§ tq the stu_dy of marine
phins (Tursiops truncatuswhistle contour analyses, investigation of killer Mammals, and its recent strong emergence in applications to field research.
whale(Orcinus orca dialects using neural networks, and reports on projects A complete listing of WMMSC presentations and authors are available
underway to investigate hearing sensitivity of bottlenose dolphins and whit®" The ~Society for Marine  Mammalogy ~web —pagehttp://
whales(Delphinapterus leucasat depth. Poster presentations ran the gamutP9asus.cc.ucf.edusmm; follow the WMMSC Presentations link. Confer-
from call repertoire descriptiotfor a variety of specigs to acoustic mea-  €NC€ abstracts books are available from D_r. Anne Collet, a key member of
sures of body growth in a photo-identified sperm whéyseter macro- the Confergnce Com_mlttee. Contact her dlrecﬂ},enter de Recher(_:h_e sur
cephalus. Enthusiasm for continued development of passive acoustic techl€S Mammiferes Marins—Musee Oceanographique, Port des Minimes, La
niques to locate and census marine mammals was evidenced by sevef3pchelle 17000 France; e-mail: crmm@univ-LRRtfy determine the cost of
presentations where acoustics was either combined with visual surveys, &t 0ooks plus shipping and handling.
used alone, to detect animals over broad temporal and spatial scales.

Eight workshops preceded the conference, three of which focused o®YE E. MOORE
acoustic-related topics, includingt) bioacoustic signal processingg) re-  SAIC, Maritime Services Division
ducing cetacean bycatches using acoustic deterrents(3arabsessing be- 3990 Old Town Ave., #105A
havioral impacts of human activities on marine mammals. The workshop$San Diego, CA 92110-2931 USA
provided a forum for open-ended discussions on specific topics, and afe-mail: sue.ellen.moore@cpmx.saic.gom

In addition to these specific sessions, papers on the effects of the
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OBITUARIES

This section of the Journal publishes obituaries concerning the death of Fellows of the Society and other
acousticians eminent in the world of acoustics. When notified, the Editor-in-Chief solicits a

summary of the person’s life and contributions from an ASA member thoroughly familiar with the
details, if possible. If a promised obituary is never received, a brief obituary notice may be published
later.

George Chertock » 1914-1997 Paul S. Veneklasen ¢ 1916-1996

George Chertock, a Fellow of the Society and a member of Phi Beta  Paul Schuelke Veneklasen, a Fellow of the Society, died at home on
Kappa and Sigma Xi, died 29 December 1997, in suburban Washingtore1 May 1996 after a stubborn battle with cancer. Paul was born on 10 June
DC, after a series of illnesses. 1916 in Grand Haven, Michigan, and moved to Wilmette, lllinois, where he

Dr. Chertock was born in New York City 1 August 1914. He gradu- graduated from high school. His B.S. in 1937 and M.S. in 1938 at North-
ated from high school during the great depression of the 30s and found ivestern University were in Physics, Mathematics, and Aeronautical Engi-
necessary to work while attending evening classes at the uptown campus o&ering. World War Il interrupted his doctoral physics program with Prof.
the College of the City of New York, where he received a B.S. in Physics inVern O. Knudsen at UCLA, where he was a teaching assistant.

1939. He remained at the College as a teaching assistant for a year before As a civilian with the Office of Scientific Research and Development
accepting a government job in 1940 at the National Bureau of Standards. 1At Duke University, he did research on acoustical location of artillery. He
Washington, he continued his physics education in the evening, receiving #ien went to the Electroacoustics Laboratory at Harvard University, where
M.A. in 1943 at the George Washington University with a dissertation, he assisted Leo Beranek in the development and testing of voice communi-
“The Hydrogen Content of White Dwarf Stars,” and then a Ph.D. at the cation equipment in high-level noise, and of ear protection devices.

Catholic University of America in 1952 with a dissertation, “The Flexural After the war Paul returned in 1946 to California for research at Altec-
Response of a Submerged Solid to a Pulsating Gas Bubble,” the latter basé@nsing Corporation on a commercial condenser microphone, and on loud-
on work performed at the David Taylor Model BasiBTMB) after he speakers for motion picture sound systems. In 1947 he became an mdep_en-
transferred from the Bureau in 1946. dent acoustical consultant, and founded Western Electro-Acoustic

At DTMB, he became the Structural Mechanics Laboratory expert on-aPoratory, upon which his successful acoustical career was built. i
the response of ship structures to the large-amplitude pressure transients His varied projects included environmental noise measurement, air-

developed by underwater explosions and air blasts. He was one of th(éraftand industrial noise control, pulse jetacoustics, miniaturization of electro-

DTMB contingent at the Crossroads and Wigwam tests conducted in thgCOUStIC componepts, and'the 'acous'tlcal design of many auditoriums, the
o ; . " - - aters, and recording studios including notably the Los Angeles Music
Pacific to determine the effectiveness of “atomic” bombs against naval g
- . L .~ . Center, the Seattle Opera House, and Wolf Trap Farm Park. As a musician
vessels. Some years later, he contributed to the investigation of the sinkin, - . s - . .
: - . nd acoustician Paul practiced “Science in the Service of the Arts.
of the submarine, ®RrprioN attempting to determine whether the hull had

loded or imploded b v7i d i e t ient . Paul Veneklasen has a long history of contributions to his profession
eéxploced or imploded by analyzing underwaler acoustic transients coinCly, e acoustical Society of America, often presenting papers at Society
dentally observed with listening sonar equipment.

S . . meetings on architectural acoustical design, modeling techniques, and sound
Chertock changed his interests from large-amplitude transients Qqintorcement. His firsfournal article (1948 was about instrumentation for
small-amplitude steady-state sound pressures when he joined the Depaffi, \yigely used Western Electric 640-AA condenser microphone. Paul

ment of Acoustics and Vibration in 1962. He was one of the early theoristssgryeq thejournal as Associate Editor for Architectural Acoustics from
exploiting the use of spheroidal wave functions and integral equations tq 959 to 1963. He was a Distinguished Lecturer at the Society’s Wallace
solve acoustic radiation problems, and published many papers and repoi§ement Sabine Centennial Symposii994, speaking on “The Chal-
on these topics, all of them models of clarity and accuracy. He spent Fenge of Design for the Performing Arts(see the Proceedings, pp. 280—
sabbatical year, 1966-67, in the Department of Applied Mathematics anggg Nine patents were issued with Paul listed as inventor.
Theoretical Physics of the University of Cambridge in England working on Paul Veneklasen's interests beyond acoustics were wide ranging, in-
mathematical methods for solving acoustic radiation problems. He retiretyuding astronomy, history, aeronautics, photography, sailing, choral music,
from DTMB in 1982. musical instrument design, philosophy and morality, health, and medicine.
Those of us who worked with George have missed his participation inpaul was often outspoken in his views and he acted according to his con-
our technical discussions ever since his retirement, and we will continue tjctions.
miss him. There have been many times when we have thought, “What  In his family relationships he instilled creativity through mentoring
would George have to say about this?” We also miss his participation inand many family projects. He is survived and will be long remembered by
what had been famous lunchtime debates, when he could excite all of usn extended family including his wife Elizabeth and her family, sons Lee
while sometimes deliberately arguing an opposing opinion on a controverand Mark and grandsons, former wife Louise, and his Associates. A memo-

sial subject. rial session in Architectural Acoustics, honoring Paul Veneklasen, was held
Dr. Chertock is survived by Esther, his wife of 60 years, daughtersduring the recent 134th Meeting of the Society in San Diego, California on

Barbara Ziony and Evie Tinkham, and three grandchildren. 4 December 1997.

M. STRASBERG JOE ORTEGA
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BOOK REVIEWS

James F. Bartram
94 Kane Avenue, Middletown, Rhode Island 02842

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor's Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Encyclopedia of Acoustics intensity and power, decibels, the phenomena of reflection, refraction, scat-
tering, and diffraction, modeling techniquésave, ray, and energy acous-
tics), boundary waves, standing waves, waveguides, lumped elements, etc.
The linearization process establishing wave equations is handled in Allan
John Wiley & Sons, Inc., New York, NY 10158. Pierce’s Chapter 2, along with a discussion of mathematical properties of
4 vols. xxiv+2017 pp. Price $395.00. wave propagation. In Chapter 3, D. E. Weston delved into(caygeomet-
ric) acoustics for fluids, which traces its ancestry to Huygens’ principle. The
applicability and the limitations of the methodology are well outlined. Al-

Malcolm J. Crocker, Editor-in-Chief

Acoustics Handbook though brief, Leopold B. Felsen’s Chapter 4 on ray acoustics for structures
proved to be more satisfying in its coverage of the spectral foundations of
Malcolm J. Crocker. Editor-in-Chief ray theory, synthesis of modal fields, waveguides, and submerged elastic
’ structures, along with a bibliography more extensive than that rendered in
John Wiley & Sons, Inc., New York, NY 10158. the preceding chapter. Interference and steady state scattering, the speed of
xviii +1461 pp. Price $195.00. sound in fluids, standing waves, waveguides, and steady-state radiation from

sourcegmonopoles, dipoles, quadrapoles, multipoles, pulsating spheres and

We have here the four-volunténcyclopedia of Acousticseleased in  cylinders, circular pistonlscomprise the subjects of Chapters 5-9, respec-
the middle of 1997, and its derivative, the single-voluAkmoustics Hand- tively. Transient radiation is extremely well described by Peter Stepanishen
book that came out in February of this yedEncyclopediaconstitutes a  in Chapter 10. So is the acoustical interaction between structures and fluids
long-needed, monumental overview of nearly the entire field of acoustics(J. H. Fahy, Chapter 31 Boundary waveglvan Tolstoy, Chapter 12
The editor-in-chief, Malcolm J. Crocker of Auburn University, spent nearly acoustic lumped elements used as analogies to electrical circuit elements in
a decade in organizing contributions from many of the most prominentdepicting the behavior of sound interacting with physical structures consid-
experts in many branches of acoustics. erably smaller than the impinging acoustic wavelen®obert E. Apfel,

The genesis of the encyclopedia traces back to the early 1980s whe@hapter 13 the finite element and boundary element methodologies of
Crocker discussed the need for a comprehensive compilation of acousticakoustic modelindChapters 14 and }5and acoustic modeling of ducted
topics with Tony Embleton, Manfred Heckl, William Lang, Bruce Lindsay, source systeméM. G. Prasad and Malcolm J. Crocker, Chaptej ¢6m-
Richard Lyon, and Ted Schultz. But work did not begin in earnest until theplete the scope of Part I.
close of that decade when Crocker organized an editorial board that reads Part Il delves into nonlinear acoustics and cavitatipbavid T. Black-
like a veritableWho's Who in Acousti¢csncluding Robert F. Apfel, Leo L.  stock and Malcolm J. Crocker, Chaptern);1&€quations of nonlinear acoustics
Beranek, Per V. Brel, William J. Cavanaugh, Sir James Lighthill, Bruce (Blackstock alone, Chapter %8finite-amplitude waves in fluid¢D. G.
Lindsay, Richard Lyon, Alan Powell, Thomas D. Rossing, etc. The boardCrighton, Chapter 19 parameters of nonlinearity in acoustic met#a Carr
helped Crocker to formulate the organization of the encyclopedia and th&verbach, Chapter 20finite-amplitude waves in solidéMack A. Brea-
topics to be coverethanks in part to the PACS classification of subjects zeale, Chapter 31 nonlinear standing waves in cavities. Chapter 25 on
used byJASA. The contributor list is just as impressive, including Allan D. cavitation by Werner Lauterborn and Chapter 26 on sonochemistry and
Pierce in linear acoustics, Larry Crum in sonochemistry and sonoluminessonoluminescence by Kenneth Suslick and Lawrence Crum contain excep-
cence, James Lighthill in aeroacoustics, Ira Dyer and David Feit on undertionally good descriptions.
water sound, Eric E. Ungar on vibration, Richard H. Lyon on statistical Part Il (Aeroacoustics and Atmospheric Solirfdatures Sir James
methods, A. Harold Marshall and William J. Cavanaugh on architecturalLighthill’s introduction to aircraft noise including supersonic bgopropa-
acoustics, W. Dixon Ward on pyschoacoustics, Thomas D. Rossing on muation of sound through steady mean flows, sheared stratified winds, acous-
sic and percussion instruments, Per V."&reon measuring instruments, tic streaming(Chapter 27, and Alan Powell’s Chapter 28 on different types
Elmer L. Hixson and llene Busch-Vishniac on transducers, to name only af aerodynamic and jet noises; followed by chapters in the interaction of
few. Moreover, the contributions were checked by more than three hundrefluid motion and sound, acoustic streaming, shock waves, blast waves, and
highly qualified reviewers. sonic booms. Chapter 3dy Louis C. Sutherland and Gilles A. Daiglis

As pointed out in the foreword by Sir James Lighthill, “not one out of especially outstanding for its comprehensive coverage of atmospheric sound
the 18 parts is self-sufficient; on the contrary, links to the subject mattepropagation as affected by atmospheric absorption, ground surface imped-
are...emphasized through cross-references.” He further paid the complimesince, relative humidity, etc. The subject of infrasound which occurs in natu-
of comparing the significance of the encyclopedia with that of Lord Ray-ral phenomena such as earthquakes, volcanic eruptions, avalanches, wind,
leigh’s monumental opusThe Theory of Soundriginally issued in two  and meteors constitutes the last chapter of Part Ill.
volumes in 1894 and 1896, respectively. Only time can tell if Sir James'’s Part IV deals with underwater acoustics, with an introduction by Ira
prognosis is correct, but the odds are that it will be. Dyer followed by chapters on the basics of oceanography, propagation of

The text of theEncyclopedia of Acoustics divided into 18 main  sound in the ocean and in marine sediments, attenuation effecteard
parts, with each part assigned to a member of the editorial board. These Xgattering, volume scattering, and backscatterisgund radiation from ma-
parts contain a total of 166 chapters. Each chapter covers a specific aspectrofe structures, quantitative ray methods for scattering, and “practical”
that part's main topic. For example, Part | deals with general linear acousehapters on target strength of fish, underwater noise sources, ship and plat-
tics, subdivided into chapters on the mathematical theory of wave propagderm noise, propeller noise, underwater explosive sound sources, ocean am-
tion, ray acoustics for fluids and for structures, interference and steady-statdent noise, sonar systems, oceanographic and navigational instruments,
scattering of sound waves, speed of sound in fluids, standing waves, etc. acoustic telemetry, transducers, and nonlinear sources and receivers. In

Part | opens with the first chapter Introduction, written by the editor Chapter 50 treating navigational instruments, no mention is made of the
himself (Crocke); it provides a succinct overview of the acoustical GPS(global positioning systejrwhich uses satellite technology to provide
fundamentals—viz., plane waves, impedance, 3-D wave equation, sounidcation which constitutes a vital part of oceanographic information.
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Volume 2 of Encyclopediabegins with Part M(ultrasonics, quantum  Part XI summarize the facts and the ever-changing operational hypotheses
acoustics, and physical effects of soun@lopics include methods of mea- in physiological acoustics. Separate chapters deal with the outer ear, middle
suring ultrasonic velocities, relaxation processes phonons in crystals, quasar, and the inner ear. The other chapters approach the physiological topic
crystals, and Anderson localization, surface waves in sdttks principles  from the disciplinary viewpoints of anatomy, biochemistry, and pharmacol-
of which are used to study thin film technoldgynd other effects such as ogy. Chapter 113 is quite unusual—it deals with neuroethology, which is
the quantum Hall effect and magnetoelastic interaction. Chapter 59 by Gargremised on the philosophy that the vocal and the auditory systems have
A. Williams describes the unusual wave modésst, second, third, and  evolved together for acoustic communication and echolocation. This field
fourth soundlin near—0° K liquid helium. The thermal effects existing in  also entails understanding of the neural mechanism for processing sounds,
sound waves can be harnessed through thermoacoustic engines to geneiiatguding speech.
acoustic power from heat or to produce refrigeration from acoustic power— The fourth and final volume oEncyclopediaholds interest for those
this is described in Chapter 61 by Gregory W. Swift. involved in speech communication, musical acoustics, bioacoustics, animal

Part VI concerns mechanical vibrations and shock. Fundamentals dfioacoustics, acoustical measuring gear, and transducers.
vibration are developed from Hooke’s and Newton'’s law, along with energy Speech communicatiofPart Xlil) consists of six chaptefd24-129,
relations and variational principles. An overview is supplied on the prin-with overviews of the subtopics of models of speech production, speech
ciples of analytical and experimental methods applied to vibrating systemgerceptionthow the listener processes the speech sjgaabustical analysis
with extension to multi-degree-freedom systef@hapter 63 by Paul J.  of speech through spectral analysis and parametric extraction, techniques of
Remington, followed by discussions on vibrations of one- and two- speech codingentailing quantization, scalar, and vector codlersich con-
dimensional continuous systems, nonlinear vibration, random vibrationyert speech into digital codes with minimal loss of information and provide
shock analysis, and desig@hapters 64—67 Acoustic emission constitutes  the basis for machine recognition of speech. Chapters 128 and 129 clarified
a valuable tool for evaluating structures and this is described in Kanji Ono’s;ery well for this reviewer the principles underlying voice recognition pro-
Chapter 68. The effects of high-intensity sound on structures, vibration isograms, e.g., computer voice dictation programs that convert into written
lation and damping, vibration measurements and instrumentation, maching,ords inside a word-processing program.
monitoring of machine vibration, structure-borfreds, beams, thin plates,
cylindrical and spherical shells, and pipesergy flow, and active vibration
control are the remaining topics covered in Part VI.

Part VIl (Statistical Methods in Acoustithas the fewest numbers of
chapters, with a very brief introduction to statistical methods in acoustics
followed by more thorough treatments of response statistics of rgtons
reverberation decay propertjeand statistical modeling of vibrating sys-
tems.

Part XIV centers on music and musical instrumentation—which in-
cludes the human singing voice and electronically generated music. Separate
chapters treat bowed string instrume(it81); plucked stringed instruments
(132); woodwind instruments, which involve air columns, key mechanisms,
and reed generatofd33); and brass instruments. Chapter 135 by Thomas
D. Rossing is superb in his description of percussion instruments. He dis-
cusses modes of ideal and real membranes, membrane instruments such as
. . . he kettledrum, the Indian drum, and vari f two-h rums.
The effects of noise and its control are treated in Part VIII. There ar ! e gtt edru ; the Indian drum, and vay ous types ol two gaded drums

- L . . ."Vibrating bar instruments are also described, including marimbas, xylo-
ten chapters, which treat criteria and rating measures for noise, hearin . . .

- . . L . o hones, vibes, chimes, cymbals, gongs, and tamtams, Caribbean steel pans,
protection devices, sources of noise emission, generation of noise in m and bells. Chapter 136 by Gabriel Weinreich treats pianos and other stringed
chinery, procedures to cut down on machinery noise, and means of identlz - ~hap v : PIe 9

eyboard instruments, string dynamics, structural differences between the

fying noise sources, the relatively new method of active noise control Whicl*\1 ichord and the piano” M d b ) d d
generates out-of-phase noise to counterm@ed, at least partially cancel arpsichord an € piano. gen Vieyer describes pipe and reed organs,
flue pipes, harmoniums, accordions, and harmoni¢@sapter 13Y. In

the effect of the offending noise through superpositioning of sound waves - : . ) .
Chapter 138, William Morris Hartmann deals with the relatively new topic

methods of predicting sound power levels of industrial machinery, airport - . ;
noise, and surface transportation noise. This section concludes with Chaptgf electronic and computer music. Analog synthesis traces back to the Moog

89 on community response to environmental noise. It would have been gYNthesizer of the 1960s and the digital synthesizer was pioneered by Max
good idea to display model codes which could aid communities in legislatMatthews shortly afterwards. In early 1970s J. M. Chowning came out with
ing noise levels in different municipal zones. the FM algorithm synthesizer which proved to be quite cost-effective. The
In Volume 3, architectural acoustics is treated in Part IX, which deals!ast chapteX139 on music, by Johan Sundberg, describes the human sing-
with the fundamentals of sound absorption in enclosures and building codedd voice. Topics include subglottal pressure and breathing activity patterns
Chapter 94 by Gregory C. Tocci ranks importantly in its explanation of @hd underlying generation of song. Special types of singing are described:
ratings, e.g., A-weighted SPL, Slispeech interference levellqq, Ly, We_sterq operatic, overtone singing, the higher-pitched Chinese operatic,
Lgr, CNEL (community noise equivalent leyelroom criterion curves, — Delting (ala Ethel Mermai, and choral.
sound absorption coefficient, NRC, etc. In addition, descriptors are ex- Bioacoustics, the subject of the six chaptetd0-145 of Part XV,
plained: e.g., reverberation tinfgs,, room constanR, articulation index deals with the characteristics of sound propagation in biological media, the
Al, etc. Descriptors and ratings used in ISO and selected European anehysiological effects of ultrasound, use of acoustics for medical diagnostics
Asian standards and regulations are also discussed. Chapter 96 should pra¥ed acoustical imaging, and effects of vibration and shock on humans. This
valuable to architects and engineers with a summarization of acousticglenerally involves bioultrasonics in which the frequency range of interest
guidelines for building design, according to the building categdidesell- covers 20 kHz to 2 GHz. In Chapter 41 on the acoustical characteristics of
ing work/study areas, meeting/hospitality spaces, theaters, houses of wopiological media, a discussion is given on ultrasound propagation in living
ship, industrial regions, transport space, or arebsS. building codes are tissues as they relate to tissue imaging and the effects produced during
covered in Chapter 97, including BOCA, ICBO, and SBCCI. Workers out- chemical therapeutic procedures. In Chapter 142, the mechanisms of the
side the U.S. can refer to a potentially valuable set of tables listing thediological effect of ultrasound are described. Three classes of interactions
criteria of the acoustical codes in ten different nations. Noise control forhave been identified: thermal, mechanical, and cavitation. Medical diagnosis
mechanical and ventilation systems are dealt with in Chapter 98: the levehrough acoustical means is described in Chapter 143. Some techniques are
and character of sound for principal types of mechanical equipment used iffirly old, such as the use of the stethoscope and some are newer such as the
typical buildings, data for the different operating conditions of various typesmeasurement of arterial blood flow through ultrasound Doppler effect and
of equipment, and vibration isolation measures. phonocardiography. There occurs a wide range of sounds, those emanating
Part X delves into the more esoteric topics of statistical theory offrom the heart, lungs, blood flow, muscles, acoustic fetal stimulation. Chap-
acoustic signals and acoustic holography. Alan J. Piersol’s treatment of thter 144 lays out acoustical medical imaging instrumentation, time elements
statistical theory of acoustic signals in Chapter 100 is extremely well donedf imaging and imaging acquisition, signal processing, Doppler detection,
with the definition of probability distribution, time-domain, frequency do- and display modes. The effects of vibration and shock on people are covered
main, joint, and other functions in spectral signals. Equally good is Chaptein Chapter 145. The sources of vibration and shock, the physiological/
101 by John C. Burgess on the methods of acquiring valid signal data, anpathological responses, biodynamic prediction modeling, and protective
on choosing methods of data reduction such as FFT and DFT. In Chapteneasuregvery briefly) are described.
102, acoustical holography refers to the method of recording sound waves = However there appears to be little, if any, mention of using ultrasound
two-dimensionally and applying the recording to reconstruct the entireas a therapeutic tool, given that it is being applied for dental plague removal,
sound field in a three-dimensional space. pulverization of kidney stones, treatment of aching muscles, reaming of
The topics of the physiology of hearing and of psychoacoustics areblood vessels to counter the effect of arteriosclerosis, etc. Another chapter
covered in Parts XI and XII, respectively. The eleven chaptEd8—-113 of would be needed to supply the appropriate overview.
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Animal bioacoustics(Part XVII, Chapters 146—153deals with the Chapter 52: Transducers
sounds made by various animal species, viz., land and marine vertebrate  Chapter 53: Nonlinear Sources and Receivers
animals, insects, amphibians, birds, bats, and non-human primates. Heariart V (Ultrasonics, Quantum Acoustics, and Physical Effects of Spund
capabilities, sound production, the physiology, and mechanisms of hearing  Chapter 59: Wave Modes in Liquid Helium
are described. Part VI (Mechanical Vibrations and Shock

Acoustical measurements and instrumentation are treated in Part XVII. Chapter 70: Effects of High Intensity Sound on Structures
There are individual chapters on sound level meters, sound intensity meaart VI (Statistical Methods in Acoustits
surements, and on calibration of pressure and gradient microphones. This section is unaffected

Transducers constitute the last segment, Part XVIII, with discussiongoyt vii| (Noise: Its Effects and Contrpl
of general transducer principles Chapter 168#mer L. Hixson and llene J. Chapter 82: Determination of Noise Emission of Sound Sources
Busch-Vishniag, loudspeaker desigBradley Starobin’s Chapter 159, cov-  pgyt [x (Architectural Acoustics
ering driver design, cabinetry, crossover networks, and measurements but Chapter 95: Sound Propagation in Work Spaces
not different types of drivers such as electrostatic panels and ribbon drivers Chapter 97: Noise Control in U.S. Building Codes
horns (Chapter 161 by Vincent Salmgndifferent types of microphones
(Chapter 162, again by Busch-Vishniac and HiXs@ound reinforcement
(Chapter 163, a very good exposition by David L. Klepper and Larry S.
King that treats microphones, control and preamplification, amplification
and loudspeaker layout, equalization and the increasingly important meth-
odology of time delay for treating unfavorable building acoustics, and de-
sign procedures magnetic recording procedurésvery brief Chapter 164
digital audio recordingthe basis for CDs and DVDs, Chapter 168nd
hearing aid desigiiChapter 166, which includes the problems of receiver
(sj_ensm_\/lty, bandwidth, frequency response shaping, background noise, aqgart Xil (Psychol

istortion.

According to Robert L. Argentieri, John Wiley's senior editor in
charge of these two publicationdcoustics Handbookvas spun off from
Encyclopedia of Acoustics

Chapter 102: Acoustic Holography
Part XI (Physiological Acoustigs
Chapter 104: Auditory Function
Chapter 109: Physiology of the Auditory Nerve
Chapter 110: Anatomy of the Central Auditory Nerve Systems
Chapter 111: Electrophysiology of the Central Systems
Chapter 112: Biochemistry and Pharmacology of the Auditory System
Chapter 113: Parallel-Hierarchical Processing of Complex Sounds for
Specialized Auditory Function
ogical Acoustigs
Chapter 117: Functions of the Binaural System
Chapter 121: Perception of Complex Waveforms
Chapter 122: Adaptation in the Auditory Systems

Chapter 123: Hearing Thresholds
“because of a professed need by individuals...for a single-volume,  part X|II (Speech Communication

low-priced work. In order to make a smaller one-volume handbook Chapter 126: Speech Perception
out of the larger encyclopedia we focused on trimming away topics  payt X|v (Music and Musical Acoustids
that were either esoteric or highly theoretical in nature and/or not of Chapter 132: Stringed Instrument: Plucked
general interest to the main audience...of designers, engineers, and Chapter 135: Percussion Instruments
scientists. Thus coverage of topics such as bioacoustics and animal Chapter 137: Pipe and Reed Organs
t_)ioacoustics were cut back as well as coverage of underwater acous- Chapter 138: Electronic and Computer Music
tics.” Chapter 139: Human Singing Voice
How does theHandbookdiffer from the Encyclopedi& For a starter,  Part XV (Bioacoustics—entire section eliminated
let us consider sizedandbookmeasures 7 cm in thickness versus a com- Chapters 140-145
bined total of 12 cm for the four volumes of the encyclopedia. The Part XVI (Animal Bioacousticsk—entire section eliminated
19.2 cmX24 cm page size of thelandbookcontrasts with theEncyclope- Chapters 146—-153
dia’s 22 cmx28 1/2 cm. Because the page layout in the same articles ar@art XVII (Acoustical Measurements and Instrumentation, now Part XV in
identical in the two publications, the print in théandbookhad to be made Handbook
smaller, about 3/4 that of thEncyclopedia Incidentally, in the table of Only part in the Handbook to have a chapter not in the
contents for théEncyclopediaPart VI (Mechanical Vibrations and Shorls Encyclopedia—J. Pope’s Chapter 107: Analyzers
incorrectly listed as Part IV, actually following Part V in all four volumes, Part XVIII (Transducers, now Part XVI illandbook
but the Roman numbering is correct in tHandbook Chapter 161: Horns
In the Handbook two parts fromEncyclopedishave been eliminated, Chapter 163: Public Address and Sound Reinforcement Systems
namely Part XV (Bioacoustics and XVI (Animal Bioacoustics and Chapter 166: Hearing Aid Transducers

roughly 20% of the remaining chapters eliminated. A new chapter on ana- . -
lyzers is added to thelandbook but cross-referencing to the omitted chap- In Chapter 107 exclusive to th‘danc.ib.ool,( descriptions are rendered
ters are retained. Thdandbookcontains 16 main parts subdivided into 113 of sound level m(_eters, analogue ;_and _d'g'tal frequency analyzers, rms and
renumbered chapters. For the benefit of the prospective purchaser decidiR§ak detectors, different types of filteltsigh pass, low pass, bandpass, and
between the two publications, we list here the chapters ifEtigyclopedia band rejedt Nyquist frequency, aliasing and antialiasing filters, FTT spec-

that have been omitted in théandbook trym analyzer cha!'acteristics, and multi-channel analysis. Signal terminolo-
i ] gies are also provided.

Part | (General Linear Acoustigs In most respects the typical acoustician may find the one-volume suf-

Chapter 4: Ray Acoustics for Structures ficient, as a majority of the chapters are reproduced in their entirety from the

Chapter 12: Boundary Waves encyclopedia. However, acousticians working for the U.S. Navy Research

Part Il (Nonlinear Acoustics and Cavitatipn
Chapter 22: Nonlinear Standing Waves in Cavities
Part Ill (Aeroacoustics and Atmospheric Sojyind
Chapter 30: Acoustic Streaming
Part IV (Underwater Sound
Chapter 35: Essential Oceanography
Chapter 36: Propagation of Sound in the Ocean
Chapter 37: Propagation in Marine Sediments
Chapter 38: Attenuation by Forward Scattering: Measurements and
Modeling
Chapter 39: Volume Scattering in Underwater, Acoustic Propagation
Chapter 40: Backscattering from Rough Surfaces and Inhomogeneous

Laboratory or a Bell Lab or those dealing with the physiology and the effect
of acoustics of animals, or musical instrument researchers would probably
prefer theEncyclopediao theHandbook even just for the reference listings
alone. We should also mention here that the volumes oEtheyclopedia
are purchasable only as a set, not individually.

In brief, either publication is a must-have for the practicing acousti-
cian.

DANIEL R. RAICHEL

Volumes CUNY Graduate School
Chapter 43: Quantitative Ray Methods for Scattering Mechanical Engineering Department
Chapter 44: Target Strength of Fish City College of New York
Chapter 47: Underwater Explosive Sound Sources New York, New York 10031
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5,511,044 5,566,132
43.25.Gf THRUST PRODUCING APPARATUS 43.30.Yj ACOUSTIC TRANSDUCER
B. B. Bushman, assignor to Lockheed Corporation R. S. Jameset al, assignors to the United States of America
23 April 1996 (Class 367/19}; filed 19 October 1991 15 October 1996(Class 367/163 filed 11 December 1995

A device for producing thrust consists of a closed cylindrical chamber

- ; . ) ) . . The motor section of a class IV flextensional transducer is configured
within which a standing acoustic wave is established along the chamber axis ; . . .
; ) as two, more or less identical, stacks of piezoceramic pR@emnd40 that
by transducers mounted at the ends of the chamber. This standing wave IS . . .
. ) are terminated at their central positions by metal end pl3@end50. The
characterized by pressure maxima at the ends of the chamber and a pressure . .
two stacks are colinearly aligned and connected together by threadés) stud

node at the midpoint of the chamber. An intake port is mounted in the34 and nuts) 60. This arrangement allows for prestressing the stacks after
chamber wall at this midpoint location, and fluid is drawn in because of the u ' g P g

low pressure there. Discharge ports are located near the ends of the cham- 0 2z M3 s o . g
ber, and fluid is pumped out of the chamber because of the elevated pressure 12 - R zanss 14
at those positions.—WT
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5,381,382 24 28 35 52 I’y o 44
43.30.Yj NOISE SHIELDED HYDROPHONE they have been placed within the sh&ll and also for ease of removal of
any stack should it be damaged. Of course, since the electromechanical
R. A. Marshall, Ft. Pierce, FL coupling is greatest at the midpoint of the entire stack, as it vibrates in the
10 January 1995(Class 367/2); filed 19 August 1993 fundamental length mode, and since there is no piezoceramic at that point,

The sensor eleme®0 within one hydrophone elemend of a towed  the coupling coefficient of this design will be low.—WT
line array of such hydrophones is rendered more immune to noise generated
by turbulent boundary layer excitation of the interconnecting cabley the
introduction of acoustic scattere8 into both the front and back ends of the
hydrophone bodyl0. These scatterers may be material having an acoustic

5,579,286
43.30.Yj QUIET GEOPHYSICAL CONSTRUCTION

PRACTICES FOR REDUCED DIAMETER
STREAMERS

R. D. Skorheim, assignor to Whitehall Corporation
26 November 1996(Class 367/15% filed 22 November 1994

It is suggested that some of the transducer elements in a towed array
impedance much greater than that of the body matéeigl, stainless steel ~ can be physically move@he mechanics of accomplishing these moves is
or much lesge.g., air-filled foam. The scatterers are sized and shaped to fit not discussedto mitigate against some nearby source of noise interference,
within the hydrodynamic contour of the body and the front one, in particu-but the elements must always be moved in pairs, symmetrically with respect
lar, cannot extend in the axial direction to an extent that it affects the reto the geometric center of the set of elements, in order not to disturb the
sponse of the sensor elemdittin the lateral direction.—WT position of the acoustic center of the array.—WT
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5,579,287 5,493,618

43.30.Yj PROCESS AND TRANSDUCER FOR 43.38.Ar METHOD AND APPARATUS FOR
EMITTING WIDE BAND AND LOW FREQUENCY ACTIVATING SWITCHES IN RESPONSE TO
ACOUSTIC WAVES IN UNLIMITED IMMERSION DIFFERENT ACOUSTIC SIGNALS
DEPTHS _ _
Carlile R. Stevens and Dale E. Reamer, assignors to Joseph
D. D. M. Boucher and Y. LeGall, assignors to L’Etat Francais Enterprises )
26 November 1996(Class 367/16Y filed in France 27 May 1994 20 February 1996(Class 381/11) filed 7 May 1993
A double tonpilz transducer is mounted in a rigid hollow shell. The The patent describes in some detail an acoustically activated switch

two radiating faces of the transducer seal the ends of the shell but an opef@vice. The device is juxtaposed between an electrical power outlet and the
ing in the shell wall communicates the surrounding ambient pressure to th@Ppliance to be turned on or off. A microphone in the device provides
internal cavity of the shell. This internal cavity contains one or more blad-€lectrical signals that are interpreted by a microcontroller which in turn

ders filled with a fluid which is more compressible than the surrounding@ctivates switches. The switch can be “taught” to respond to particular
fluid. —WT sounds.—MDB

5,483,501

43.38.Fx SHORT DISTANCE ULTRASONIC
DISTANCE METER

5,706,249

43.35.Mr PANEL SPACER WITH ACOUSTIC AND
VIBRATION DAMPING

. K. T. Park and M. Toda, assignors to The Whitaker Corporation
William B. Cushman, Pensacola, FL 9 January 1996(Class 367/14Y filed 29 April 1994

6 January 1998(Class 367/); filed 1 April 1996 . . o
) ) ) ) The effects of transducer ringing in a short distance ultrasonic distance
This patent discloses three different types of grids that can be used ageter are mitigated by the introduction of a modified excitation signal
spacers between solid panels used for construction. The purpose is to e@nich, during the ringing phase, causes the transducer to vibrate in opposi-
hance the natural damping characteristics of the combination of panels. Ifjon to how it would naturally vibrate, thus effectively canceling all
the example shown, the grid between pariélsand 20 has nub spacer30 vibration.—WT
which contact both panels and which are held in place by filament webbing

5,491,879

43.38.Fx PROCEDURE TO POLARIZE AT LEAST
ONE ZONE OF A FOIL OF FERROELECTRIC
MATERIAL TO PRODUCE A POLARIZED ELEMENT
FOR PIEZOELECTRIC OR PYROELECTRIC

40. A polymer material such as nylon can be used. As the nub spacers aPRANSDUCERS

squeezed by the vibration of one panel relative to the other panel, energy is
transmitted laterally through the filament structure and into the intervening
air space where viscous damping at clearances between the filaments and the
panels can add to the overall damping effect. —DWM

Francois Bauer, assignor to Institut Franco-Allemand de
Recherches de Saint-Louis
20 February 1996(Class 29/25.35 filed in France 6 January 1993

The patent describes a method of polarizing selected areas of a foil of
ferroelectric material. Electrodes are deposited on opposite surfaces of the
foil so that the zone to be polarized extends between these two electrodes.
The zone to be polarized is compressed and a variable voltage is applied

5,492,014 across the electrodes.—MDB

43.35.Yb ULTRASONIC TRANSDUCER FOR
MONITORING ACOUSTIC EMISSIONS

Dov Hazony, assignor to J. W. Harley, Incorporated 5,682,435
20 February 1996(Class 73/644; filed 3 January 1994

The transducer is intended for sensing and measuring acoustic evenf'sr-“"g’&‘Ja APPARATUS COMPRISING A BAFFLE
in an environment subject to magnetic and electric fields. Accordingly, theAND A LOUDSPEAKER AND LOUDSPEAKER FOR

24 22 92 46 34 o 12 2 28 26 USE IN THE APPARATUS
/ / / / Marcus G. M. De Wit and Michiel A. A. Schallig, assignors to U.S.
A 4 32 Philips Corporation
28 October 1997(Class 381/18g filed in European Patent Office 4
/ // 1y L November 1994
“ 3. A loudspeaker frame is deliberately made springy rather than rigid. It

is designed for use with a mounting baffle of known propertgesh as a
piezoelectric elemer28 is shielded within outer jacket2. The outer sur-  plastic TV housing Transmission of vibrations from the loudspeaker to the
face of the tip26 is convex to form a wide angle acoustic lens.—MDB cabinet can be reduced by 20 dB or so.—GLA
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5,696,357
43.38.Ja BASS-REFLEX LOUDSPEAKER

Bradely M. Starobin, assignor to Polk Investment Corporation
9 December 1997 Class 381/15§ filed 25 August 1995

Several vents are used, having ducts of varying lengths so that n
single half-wave pipe resonance is emphasized. In addition, vent geomet
is calculated to minimize radiation of the depth-mode cabinet resonance.—-
GLA

5,701,358
43.38.Ja ISOBARIC LOUDSPEAKER

ult)

20

9 . 2l

15
+3-17
6

/DH)

dft)

sensorl2, a reference filteR0, and a parametric filtet that has an addi-

John T. Larsen and James R. Larsen, both of Blue Springs, MO
23 December 1991 Class 381/20%, filed 25 October 1995

lation, during normal operation.—GLA

Domes14 and 16 (shown slightly separatg¢dre edge-driven by inde-

pendent voice coils. The two are connected in opposing polarity so that the

assembly functions as an oscillating sphere. “The present invention pro-

10

/

5,701,344

43.38.Lc AUDIO PROCESSING APPARATUS

Tetsuya Wakui, assignor to Canon Kabushiki Kaisha
23 December 1997 Class 381/}; filed in Japan 23 August 1995

tional output for every controllable linear or nonlinear parameter. Thus the
system maintains the desired transfer function, including distortion cancel-

This apparatus, intended for use in outdoor recording applications, is a
two-channel stereophonic processor that attenuates only unnecessary wind
noise without cutting off desired low-frequency audio signals.—GLA

5,706,356

32 30

46

a8

vides an isobaric loudspeaker with superior frequency response that does noqverdrlve,

suffer from sound cancellation, does not require a baffle and is more effi-
cient than prior art sub-woofer loudspeakers and 360-degree loudspeakers.
Perhaps one out of the four.—GLA

5,694,476

43.38.L.c ADAPTIVE FILTER FOR CORRECTING
THE TRANSFER CHARACTERISTIC OF
ELECTROACOUSTIC TRANSDUCER

Wolfgang Klippel, Thousand Oaks, CA
2 December 1997 Class 381/98; filed in Germany 27 September
1993

" auDio
INFUT

43.38.L.c AUDIO PROCESSOR

Gaylord K. Walden, Fontana, CA
6 January 1998(Class 381/13, filed 1 May 1996

Recording studios are filled with various outboard processors that,
“maximize,” “emulate,” “compel,” “stress,” “fatten,” “de-ess,” “ex-
cite,” ‘“saturate,” “harmonize,” “humanize,” “flange,” “modulate,”

BUFFER

ABSOLUTE

e VALUE

/10

" and “finalize” an audio signal. The patent describes a proces-
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ATTENUATOR

sor that can be added to the list, but is also is intended for use in playback

applications such as motion picture sound. Dynamic noise reduction is com-

The inventor's earlier work disclosed practical methods of reducingbined with nontraditional expansion and compression “...to produce a
loudspeaker distortion with nonlinear filters. Pretraining was required towarmer, more natural reproduction of the music while reducing noise
match a filter to a particular loudspeaker. This latest scheme uses a feedbalelvels.”—GLA
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5,666,185

43.38.Ne METHOD FOR RECORDING A DIGITAL
AUDIO SIGNAL ON A MOTION PICTURE
FILM

Kentaro Odaka, assignor to Sony Corporation
9 September 1997 Class 352/2%, filed in Japan 14 October 1991

This is a continuation of patent 5,471,263. Digital audio signals and a
conventional analog audio track are recorded on film. Error-encoded digital
audio is arranged sequentially in a crosswise direction.—GLA

5,677,752

43.38.Ne DIGITAL SOUND RECORDING ON
MOTION PICTURE FILM

Shinji Miyamori et al, assignors to Sony Corporation and Sony
Cinema Products Corporation
14 October 1997(Class 352/%; filed in Japan 7 December 1993

This companion of patent 5,677,7%%viewed below enlarges upon
Sony’s digital recording method to include surround sound information withmicrophone is reduced by an elastomer friction hinge. The receiver element

minimal risk that playback will be lost due to scratches.—GLA is encapsulated by an elastomer to further reduce feedback.—SFL
5,677,753 5,694,475
43.38.Ne DIGITAL SOUND RECORDING ON 43.38.Si ACOUSTICALLY TRANSPARENT
MOTION PICTURE FILM EARPHONES
Shinji Miyamori et al, assignors to Sony Corporation and Sony James H. Boyden, assignor to Interval Research Corporation
Cinema Products Corporation 2 December 1997 Class 381/68.5 filed 19 September 1995

14 October 1997(Class 352/%; filed in Japan 7 December 1993
o ) ] ) The patent shows an earphone supported on an eyeglass frame. The
This is a companion of patent 5,677, 76Bviewed above Using the  sound from the earphone is delivered through tubing into the ear canal. The
techniques described in these patents, “...it becomes possible to compensa{g at the end of the tubing that fills the canal is sufficiently porous that
for sound interruption even if the recording area of audio data of one of thesound reaching the ear directly is also transmitted with moderate
channels is destroyed by long burst error and becomes unreproducible.”—&fficiency.—SFL

GLA

5,491,747 5,710,823
43.38.Si NOISE-CANCELLING TELEPHONE 43.38.T) HOWLING REMOVER HAVING CASCADE
HANDSET CONNECTED EQUALIZERS SUPPRESSING

MULTIPLE NOISE PEAKS
Charles S. Bartlett et al, assignors to AT&T Bell Corporation o ) )
13 February 1996(Class 379/43% filed 30 September 1992 Yuichi Nagata et al, assignors to Yamaha Corporation
. o . ) ) . 20 January 1998(Class 381/83; filed in Japan 9 September 1994
Whereas noise-cancelling is usually associated with micropkicne

transmittey design in telephone and similar applications, this patent ad- ~ The patent title might well apply to C. P. Boner's narrow-band equal-
dresses design of the output transducer, i.e., receiver. There is a noisgation process developed more than 30 years ago. However, the computer-
cancellation microphone in the earpiece housing which extends outwardly ti#€d Yamaha system detects feedback frequencies and then tunes appropri-
fit into the user’s outer ear. Associated noise-cancellation circuitry respond8te filters automatically. —GLA

to the ambient noise to produce a noise-reduction signal which is optimally

phase related to the ambient noise signal.—MDB

5,671,287
5,687,231 43.38.Vk STEREOPHONIC SIGNAL PROCESSOR
43.38.Si ARTICULATED HEADSET Michael Anthony Gerzon, assignor to Trifield Productions
Phillip A. Gatty et al, assignors to ACS Wireless, Incorporated 2;_I?é§c(jember 1997 Class 381/17; filed in the United Kingdom 3
11 November 1997(Class 379/43p filed 3 May 1996 June 1992

The communication headset shown includes two curved housings that  This pseudo-stereo scheme uses some of the principles developed by
rotate with respect to one another to allow the headset to be held firmly inhis late inventor in his work with “sound field” stereophonic recording and
place over one ear of the user. One housing supports a microphone boomeproduction. Like other Gerzon patents, the writing is clear and informative
the other houses a receiver element. Feedback between the receiver and thi¢h plenty of math for those who can appreciate it.—GLA
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5,684,881 5,689,194

43.38.Vk SOUND FIELD AND SOUND IMAGE 43.40.Le ACOUSTIC MOTOR CURRENT
CONTROL APPARATUS AND METHOD SIGNATURE ANALYSIS SYSTEM WITH AUDIO
AMPLIFIED SPEAKER OUTPUT
Mitsuhiko Serikawa et al, assignors to Matsushita Electric
Industrial Company Reginald D. Richards etal, assignors to Framatome
4 November 1997(Class 381/89; filed in Japan 23 May 1994 Technologies, Incorporated

18 November 1997(Class 324/77, filed 19 April 1996
The apparatus falls into the general category of phantom surround . . . ) L
A S . Motor current signature analysis amplifies small electrical variations
channel reproduction. That is, virtual sound sources are produced via head

¢ fer funcii A tional left and right loud K Such produced by friction and load, and then compares them with a library of
ransier functions irom conventional left and right loUASPEaKers. SUCh Sysgp, g, signatures to give information about aging or abnormal operating

tems often produce a convincing illusion only to a listener located exactly.qitions. The system employs a spectrum analyzer plus a means for step-

on the centerline. A new method of calculating filter coefficients is de-ping up infrasonic signals into the audible range so that they can be heard by
scribed that broadens the effective listening area.—GLA a human operator—GLA

5,381,381

43.40.Rj FARFIELD ACOUSTIC RADIATION
REDUCTION

5,701,346

43.38.Vk METHOD OF CODING A PLURALITY OF
AUDIO SIGNALS
M. A. Sartori and J. A. Clark, assignors to the United States of
Jurgen Herre et al, assignors to Fraunhofer-Gesellschaft zur America
Forderung der Angewandten Forschung e.V. 10 January 1995(Class 367/}; filed 30 September 1993
23 December 1997(Class 381/18 filed in Germany 18 March A system for reducing the far-field acoustic radiation from an arbi-
1994 trarily shaped, but closed, shell structure is described. A number of sensors
Left, right, and center channels are combined by joint stereophonidn the near field of the vibrating structure measure the near-field acoustic

coding, and then decoded to provide simulated decoded signals. These a?%dife,’ﬁlgn' A pr('Jgra?m_abIe cgntroller then uses tr;ese dalta'to plredhict the
matrixed with the two surround channels by means of a special “compat-ar' 1 acqustlc radiation and to 'gene'rate aseto contro' signais that are
— o . ) ; A - used to excite a number of acoustic radiators suspended within the structure.
ibility matrix” to form compatible signals, suitable for decoding by existing

. - This additional airborne acoustic energy generated within the structure then
decoders. The process conforms with the coding standard MPEG-2.—GLAy,qjifies the near-field acoustic radiation external to the structure in such a

way that it also reduces the far-field acoustic radiation.—WT

5,574,699 5,490,422

43.38.Zp FIBER OPTIC LEVER TOWED ARRAY 43.40.Yq ACCELERATION SENSOR

F. W. Cuomo, East Providence, RI ) Jun Tabota et al, assignors to Murata Manufacturing Co.

12 November 1996(Class 367/143 filed 31 October 1983 13 February 1996(Class 73/514.34 filed in Japan 19 March 1993
_ A s.mall diameter towed hyd.rophone array cgmprisgs many miniature “An acceleration sensor having a specific insensitive direction along
fiber-optic lever hydrophone22 axially spaced within a fluid filled, acous-  which no acceleration is detectable and an insulated case supporting the
tically transparent tub@7 and held at defined axial positions by plastic acceleration sensor body. The acceleration sensor body is so mounted on the
holders24. Each hydrophon&2 contains a number of equal length transmit insulated case that the insensitive direction is along a direction which is
fibers29a and receive fiber@9b that connect with the source fiber bundle neither parallel nor perpendicular to a surface of the insulated case to be
26a and the signal processor fiber bundéb, respectively. Each hydro- mounted on an external device.” The acceleration sensor body is formed by
phone is of the lever type where the input light is reflected from a mirror@ Pimorph piezoelectric ceramic element.—MDB

£

22,
22

e

%

.2 47 5613520

B e 2 43.50.Gf DEVICE FOR DAMPENING VIBRATION
ol AND NOISE IN HYDRAULIC INSTALLATIONS

whose position, and hence the phase of the reflected light, is modulated by  alfons Knapp, assignor to the Masco Corporation

either the acoustic pressure at the mirror position or the gradient thereof. 25 March 1997 (Class 137/625.1 filed in Italy 22 June 1993

These mirrors are coupled to the fiber ends by clear optical elastomer com- This patent relates to the reduction of noise from mixer valves and
pounds. The fill fluid is acoustically transparent and ha.s a density such as Qmilar hydraulic appliances. The incompressibility of the water is compen-
render the whole structure neutrally buoyant. The diameter of a typicakaeq for by the addition of air pockets enclosed in envelopes of a flexible
hydrophone22 could be less than 0.05 in. The system is not affected byelastomeric material. Possible deterioration of the envelopes is avoided by
temperature changes and is very insensitive to static pressurgositioning them so that they are in communication with the main flow but
variations.—WT not in contact with the flowing water.—HHH
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5,614,699 5,681,145

43.50.Gf AUTOMOBILE EXHAUST NOISE 43.50.Gf LOW-NOISE, HIGH EFFICIENCY FAN
SUPPRESSOR ASSEMBLY COMBINING UNEQUAL BLADE

Haruki Yashiro et al., assignors to Nissan Motor Compan SPACING ANGLES AND UNEQUAL BLADE

25 March 1997(Clas’s 181?25)1; filed in Japan 9 May 1‘9))94y SETTING ANGLES

This patent relates to the reduction of exhaust noise from internal Michael J. Neely et al, assignors to ITT Automotive Electrical
combustion engines of automobiles. Significant features are passive acous- Systems

| 28 October 1997(Class 416/203 filed 30 October 1996

This patent relates to the control of noise from the cooling fan assem-
blies of automotive vehicles. Unequal circumferential blade spacing angles

37.0° 49.1" 40.9" 35.7° 35.7° 40.9" 9.1° 37.0% 34.8°
17.2° 17.9 18.27 17.4 17.2 17.4 18. 1797 17.27
T e I A I

4
2"
! 8

©-|

and unequal blade setting angles are said to be effective in reducing the
tonal content of the cooling fan noise and thus making it less
objectionable.—HHH

tical absorbing materials, resonating chambers, and variable inner geometry
to better accommodate a range of exhaust flow volumes.—HHH

5,696,358
5,625,511 43.50.Gf APPLIANCE MUFFLER
43.50.Gf STEPPED SPINDLE MOTOR SHAFT TO Michael Pfordresher, Jensen Beach, FL
REDUCE DISK DRIVE ACOUSTIC NOISE 9 December 1997Class 181/198 filed 7 July 1995

This patent relates to the control of noise from small household appli-

h h ances such as blenders. The motor and air circulating fan are enclosed in a

Machines Corporation ) structure which is arranged for air cooling of the motor. Passive absorption

29 April 1997 (Class 360/99.05 filed 11 January 1995 materials such as neoprene, polystyrene foam, synthetic rubber, or other
This patent relates to a spindle motor shaft having various geometridoamlike materials are applied to some of the interior surfaces.—HHH

features for controlling the torsional vibrations and associated noise of disk

drives. Such geometrical features as circumferential grooves, radial slots,

and transverse holes are made use of in order to allow the torsion mode

frequencies of the shaft to be beneficially tuned away from the driving

frequency of the motor.—HHH 5,689,571

Peter E. Brooks et al, assignors to International Business

43.55.Lb DEVICE FOR PRODUCING
REVERBERATION SOUND

5,626,199
Mineo Kitamura, assignor to Kawai Musical Instrument
43.50.Gf PNEUMATIC IMPACT TOOL HAVING Manufacturing Company
IMPROVED VIBRATION AND NOISE ATTENUATION 18 November 1997(Class 381/63, filed in Japan 8 December 1994

Edgar G. Henry et al, assignors to T. C. Service Company AIthoggh intepded for use with eleptronic musical instrume.nts,' the
6 May 1997 (Class 173/21}, filed 5 July 1995 reverberation algquthms described are suited to more gene_ral appllc_atlons as
well. Early reflections and subsequent general reverberation are simulated
This patent relates to the reduction of noise and vibration of handpy independent processors, providing more accurate approximations of natu-
operated power tools having reciprocating work members such as chiselgl reverberation as well as generating sophisticated artificial effects. The

and hammers. A hand held cylindrical outer housing incorporates a recipraengthy patent document includes numerous flow charts and address tables
cating inner member which actuates the work piece. Detailed features whichut is relatively easy to follow.—GLA
are significant in reducing vibrations and associated noise are a pair of

5,703,797

43.58.Fm METHOD AND APPARATUS FOR
TESTING ACOUSTICAL DEVICES, INCLUDING
HEARING AIDS AND THE LIKE

36 34 22 16 30 32 26

Timothy M. Russell, assignor to Frye Electronics, Incorporated

oppositely biased coil springs, a pneumatic chamber with a volume of air 30 December 1997Class 364/57§ filed 13 October 1994

compressed by rearward movement of the inner member, and conventional A method and apparatus for testing hearing aids under actual condi-

O-ring seals made of elastomeric materials and fitted to the reciprocatingions of use is shown, where a microprocessor is programmed to generate a
inner member.—HHH warbled pure tone and to provide analyses of the signal. The generated
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signal and a simplified signal from the hearing aid are analyzed by use of a
digital Fourier transform to arrive at the transfer function of the device in a
setting approximating the environment of use with results independent of
extrinsic noise.—SFL

5,696,833

43.66.Ts HEARING AID HAVING EXTERNALLY
CONTROLLED AMPLIFIER GAIN AND METHOD OF

USING SAME joined to the microphone-amplifier section by an articulating member con-
taining conducting means.—SFL

Norman P. Matzen and Mead Killion, assignors to Etymotic
Research, Incorporated
9 December 1997 Class 381/60; filed 20 March 1995

5,692,104
The patent shows a method of detecting internal acoustic feedback
during the assembly of a hearing aid of the type for which the gain decrease43.72.Ar METHOD AND APPARATUS FOR

markedly as the input level increases. Ambient noise in the assembly are@ETECTING END POINTS OF SPEECH ACTIVITY

45 Yen-Lu Chow and Erik P. Staats, assignors to Apple Computer,
Incorporated
355 L 25 November 1997(Class 395/2.6%, filed 31 December 1992

This voice detection system makes use of a variety of techniques,
including power level, magnitude sum, zero-crossings, and vector quantiza-
tion to determine a steady-state portion of the signal spectrum as computed
from incoming speech frames. Voice activity is indicated when the spectrum
of an incoming frame is sufficiently different from that of the steady-state

\ portion.—DLR
380 370
L
; k 0 5,696,873

375
43.72.Ar VOCODER SYSTEM AND METHOD FOR

can lower the gain sufficiently to prevent internal acoustic feedback detec-

tion that would otherwise appear and be corrected by the assembler. RERFORMING PITCH ESTIMATION USING
control circuit in the hearing aid is made responsive to a signal superimAN ADAPTIVE CORRELATION SAMPLE WINDOW

posed on the dc power supply to maintain the high gain condition during

assembly.—SFL John G. Bartkowiak, assignor to Advanced Micro Devices,
Incorporated
5,699,435 9 December 1997 Class 395/2.25 filed 18 March 1996

43.66.Ts MICROPHONE PROBE TUBING

This is an improvement to the well-known autocorrelation method of
pitch analysis. Prior to pitch detection, a comparison of short-term to long-
term power levels serves to detect the transition from voiceless condition to
voiced speech. That transition triggers a temporary widening of the autocor-
gelation window, decreasing the likelihood of false correlation peaks due to
gnal energy from the first formant.—DLR

Mead Killion, assignor to Etymotic Research, Incorporated
16 December 19971 Class 381/60; filed 20 March 1995

A probe tube is shown which permits measurement of sound-pressur
level in an ear canal closed by an earmold. In contrast to a round probe tub&
that leaves openings at its sides, the probe tube shown in the patent has
tapered sections extending on each side of its central hole that provide a
sealed condition for probe tube testing.—SFL

5,696,877
5,701,348
43.72.Bs PATTERN RECOGNITION USING A
43.66.Ts ARTICULATED HEARING DEVICE PREDICTIVE NEURAL NETWORK
Adnan Shennib and Richard Urso, assignors to Decibel Ken-Ichi Iso, assignor to NEC Corporation
Instruments, Incorporated 9 December 1997 Class 395/2.4}; filed 10 May 1990

23 December 19971 Class 381/68.§ filed 29 December 1994

The patent shows a hearing aid that fits into the ear canal. To place the  This is a time-dependent neural network organized specifically for
receiver close to the tympanic membrane in a curving ear canal, it may bepeech recognition. Both the time sequence of past acoustic vectors and a
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sequence of reference network states are available as network inputs. The
training procedure involves adjusting the network state sequence so as to
minimize the differences between those states and the speech vectors.matched by a search of the fixed codebook, the resulting codes being used to

DLR select excitations from the second. Speech frames are divided into two or
5 687.285 more subframes to improve the analysis of higher pitch frequencies, when-
! ! ever the period is less than a subframe length.—DLR

43.72.Dv NOISE REDUCING METHOD, NOISE

REDUCING APPARATUS AND TELEPHONE SET 5,689,615
Keiichi Katayanagi and Masayuki Nishiguchi, assignors to Sony 43.72.Gy USAGE OF VOICE ACTIVITY DETECTION
Corporation FOR EFFICIENT CODING OF SPEECH
11 November 1997(Class 395/2.3} filed in Japan 25 December
1993 Adil Benyassine and Huan-Yu Su, assignors to Rockwell

) ) ) . International Corporation
This telephone noise reduction system operates by computing the s 13 November 1997(Class 395/2.28 filed 22 January 1996
power in each incoming speech frame and compares this value to several
thresholds. The idea is to reduce the signal level when the input consists of  The patent describes a method for reducing the bitrate of a communi-
artc cation system by efficient coding of background noise to be played by the

INPUT INCREAS‘NG’“" nrzb Kn nrib receiver during nonspeech periods. The transmitter analyzes the noise and
(dB) occasionally, only when the spectral characteristics change, sends a compact

frame describing the new background filler material.—DLR

5,696,875

% 43.72.Gy METHOD AND SYSTEM FOR
COMPRESSING A SPEECH SIGNAL USING
NONLINEAR PREDICTION

Shao Wei Panet al, assignors to Motorola, Incorporated
9 December 1997 Class 395/2.28 filed 31 October 1995

— INCREASING

OQUTPUT
L(Edva?' This vocoder system is similar to a typical linear predictive coder
except that at least one nonlinear prediction term is included with the acous-
higher-level noise, leaving low-level noise and speech portions unchangedic coefficients vector. The nonlinear term may be either a sinusoidal com-
The figure shows an example mapping of the input/output power leveponent in the case of a voiced frame or a random noise component for an

relationship.—DLR unvoiced frame.—DLR

5,687,284 5,696,879
43.72.Gy EXCITATION SIGNAL ENCODING 43.72.Gy METHOD AND APPARATUS FOR
METHOD AND DEVICE CAPABLE OF ENCODING IMPROVED VOICE TRANSMISSION

WITH HIGH QUALITY
Troy Lee Cline etal, assignors to International Business
Masahiro Serizawa and Kazunori Ozawa, assignors to NEC Machines Corporation
Corporation 9 December 1997 Class 395/2.6 filed 31 May 1995

11 November 1997(Class 395/2.3}; filed in Japan 21 June 1994
This low bitrate speech coding system is of the type sometimes re-

This code excitedCELP) speech coder uses two parallel codebooks. ferred to as a phonetic vocoder. Input speech is recognized as text, the text
A fixed codebook contains a set of LP spectral responses. The second adap-transmitted along with some speaker characteristic information, and the
tive codebook contains excitation vectors. Incoming speech frames arspeech is reconstructed by text-to-spe€€iS) at the output. With the
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speech quality limited by both recognition and TTS technologies, such sys- 5,689,617
tems have not yet gained much acceptance but continue to be attractive

because of the extremely low bitrates achievable.—DLR 43.72.Ne SPEECH RECOGNITION SYSTEM WHICH
RETURNS RECOGNITION RESULTS AS A
RECONSTRUCTED LANGUAGE MODEL WITH
ATTACHED DATA VALUES

5,709,207
Matthew G. Pallakoff et al, assignors to Apple Computer,
43.72.Kb AUDIO INFORMATION INCORPORATED Incorporated 9 PP P
WITHIN MRI PULSE SEQUENCES 18 November 1997(Class 395/2.6}% filed 14 March 1995
Jeffrey L. Duerk et al, assignors to Case Western Reserve Many current speech recognizers use a context-free or similar syntax
University structure as a recognition language model. This enhancement adds markings
20 January 1998(Class 128/653.p, filed 20 March 1996 to specific nodes in the syntax which identify their position in the syntactic

structure. When a phrase matches a path through the syntax and is thus
“Audio information is spoken into a microphone and saved in digi- recognized, the system returns the syntactic markers along with the words
tized form in an electronic file. The digitized information is converted into a themselves. An application program can use these markers to speed up text
format which is usable within a particular MRMagnetic Resonance Im-  parsing or to make the appropriate control decisions.—DLR
aging| system. Thereafter, an electronically stored pulse sequence, usable

62 i 5,692,097
vERBAL T, MEASUREMENT (w/2 - T-w SEQUENCE}
N A e e e 43.72.Ne VOICE RECOGNITION METHOD FOR
meee L L] ] ] ] RECOGNIZING A WORD IN SPEECH
OF EVENTS wlv el vt few| v fvleae] T ] T 2] . . ) . .
' ' ' Maki Yamada et al, assignors to Matsushita Electric Industrial
= Company
rf " o ] 25 November 1997(Class 395/2.% filed in Japan 25 November
' ' 1993
W W i M- MA-
AT ion e Pw— pp— This word recognizefword spottey is based on the recognition of
RECORDED | sequential phonetic patterns in the speech input. As incoming frames are
outPuT A A— spectrally analyzed, dynamic programming is simultaneously applied to a

set of phonetic templates, tracking the input phonetic sequence. During
within the selected MRI system is selected and edited to incorporate th#raining, a threshold is computed such that posterior probability similarities
converted digitized verbal information and appropriate header informationfor each speech frame will be positive for frames from the target word and
When the edited pulse sequence is operated by the MRI system, auditegative for frames of other words. In operation, a score accumulates as
information is projected which can be heard by the human ear using th&ames are rated as above or below the threshold.—DLR
elements of an existing MRI system.”—DWM

5,694,520

5687288 43.72.Ne METHOD AND DEVICE FOR SPEECH
RECOGNITION
43.72.Ne SYSTEM WITH SPEAKING-RATE-
ADAPTIVE TRANSITION VALUES FOR Bertil Lyberg, assignor to Telia AB
DETERMINING WORDS FROM A SPEECH SIGNAL 2 December 1997 Class 395/2.63 filed in Sweden 29 June 1994

) ) . This speech recognition system includes a pitch tracker to produce
Stefan Dobler and Hans-Wilhelm Ruehl, assignors to U.S. Phillips  jntonation profiles and a dictionary which includes a tone structure pattern

Corporation o for each word. Following word recognition, the intonation profile is matched
11 November 1997(Class 395/2.6% filed in Germany 20 Septem- 5 the word’s tone pattern, providing information related to syntactic struc-
ber 1994 ture and the speaker’s dialectal variation.—DLR

This template-based word recognizer constructs a type of mapping of
trained templates by computing distance measures between sequential

frames in time and between corresponding frames from templates provided 5,687,287
c’b $ 43.72.Pf SPEAKER VERIFICATION METHOD AND
} | APPARATUS USING MIXTURE DECOMPOSITION
(a2 \<‘> ! - DISCRIMINATION
; Malan Bhatki Gandhi et al, assignors to Lucent Technologies,
Tisy S Incorporated
| Qi1 11 November 1997(Class 395/2.5§ filed 22 May 1995

A well-known method of speaker-independent speech recognition uses

! i a type of hidden Markov modéHMM) based on continuous mixture prob-

i t+1 ability density functions. In this patent, it is noted that different speakers
saying the same word tend to activate specific components of the mixtures

by other speakers. During recognition, a scoring process allows the tesh such HMMs. This fact is used to build up “mixture profiles” specific to

pattern to be fit into the mapping in a way that differences in speaking ratehe speaker, providing a means to discriminate between a registered speaker

and pronunciation can be smoothed over.—DLR and an impostor.—DLR
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5,689,616

43.72.Pf AUTOMATIC LANGUAGE
IDENTIFICATION/VERIFICATION SYSTEM

Kung-Pu Li, assignor to ITT Corporation
18 November 1997(Class 395/2.4}; filed 19 November 1993

and a tract length parameter is adjusted to minimize an error criterion. A
frequency mapping function is then applied to the spectral coefficients to
obtain the normalized spectrum.—DLR

5,710,387

This language identification system is based on an underlying speaké}3-75-TV METHOD FOR RECOGNITION OF THE
identification system. Speech samples of various languages are collects§TART OF A NOTE IN THE CASE OF PERCUSSION
from speakers with relatively similar voice characteristics. This allows theOR PLUCKED MUSICAL INSTRUMENTS
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SYLLABIC NUCLEUS MARKINGS

Andreas Szalay, assignor to Yamaha Corporation
20 January 1998(Class 84/663; filed in Germany 12 January 1995

When electronic tone syntheses are started under the control of audio
frequency signals from percussion or plucked musical instruments, it is nec-
essary for the tone synthesizer to have a reliable indication of the onset time
of the audio signal. Although the onset occurrence can easily be detected by
using a threshold circuit to detect when the instrument output signal exceeds
a threshold value, this method is inadequate for instruments having a wide
dynamic rangéppp to fff). The threshold detector will also fail to detect the
start of individual percussive tones played in rapid succession. In the present
patent an “envelope curve following function” is derived from the instru-
ment audio signal which compares the instantaneous amplitude to an earlier
value, so that a jump in the amplitude ratio defines for the synthesizer the
beginning of a new percussive tone. This approach assumes that the input
tone signals decay with time, a fairly safe assumption for percussion or
plucked musical instruments.—DWM

5,712,438

language differences to be highlighted in the comparison. Instead of short43.75.-|—v ELECTRONIC MUSICAL INSTRUMENT

term analysis frames, syllable nuclei are isolated to focus the analysis o

vowel formant patterns.—DLR

5,696,878

43.72.Pf SPEAKER NORMALIZATION USING
CONSTRAINED SPECTRA SHIFTS IN AUDITORY
FILTER DOMAIN

Yoshio Ono etal, assignors to Panasonic Technologies,
Incorporated

9 December 1997 Class 395/2.59 filed 17 September 1993

WITH CLASSIFIED REGISTRATION OF
TIMBRE VARIATIONS

Takuya Nakata, assignor to Yamaha Corporation
27 January 1998(Class 84/62%; filed in Japan 31 October 1994

In this electronic musical instrument a matrix of memory locations
stores tone timbregresumably spectrawith each column assigned to an
instrument typge.g., piano, strings, reedand each row assigned to differ-
ent “versions” of the instrument or instruments in the column. For example,
the reed column could include spectra for different reed instrum@mts
ranged in a sequence by formant frequeneyDWM

This technique for speaker normalization uses an estimate of the
speaker’s vocal tract length to compute a nonlinear frequency warping of the 5,714,705
spectral information. Polynomial roots are extracted from an LP analysis
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43.75.Tv ARPEGGIATOR

Tetsushi Kishimoto and Tsuyoshi Sakata, assignors to Roland
Corporation

3 February 1998 (Class 84/65]; filed in Japan 19 September 1995

In an electronic keyboard musical instrument, automatic playing of
arpeggios(sequencesof musical tones based upon chords played by the
musician, have been available for at least 20 ydaee Bunger Patent
3,718,748 reviewed J. Acoust. Soc. A0, 1242(1976]. However, in the
present patent the timing of the sequence can follow a predetermined rhyth-
mic pattern instead of equal spacing in time, and the amplitude of successive
individual tones can also be varied as prescribed in the rhythmic pattern.—
DWM
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Measurements with reticulated vitreous carbon stacks
in thermoacoustic prime movers and refrigerators®

Jay A. Adeff, Thomas J. Hofler, and Anthony A. Atchley
Physics Department, Naval Postgraduate School, Monterey, California 93943

William C. Moss
Lawrence Livermore National Laboratory, Livermore, California 94551

(Received 4 June 1997; accepted for publication 9 February)1998

Reticulated vitreous carbon has been successfully used as a stack material in thermoacoustic prime
movers and refrigerators. It is a rigid glassy carbon material, with a porous spongelike structure.
Test results indicate peak pressure amplitudes of up to 32% in a prime mover, and refrigeration
performance comparable to that of a traditional plastic roll stack.1998 Acoustical Society of
America.[S0001-496808)05505-2

PACS numbers: 43.10.Ln, 43.35.JHEB]

INTRODUCTION designing a prime mover and refrigerator specifically for
RVC stack measurements, existing devices could be used to
he stack is considered to be the most important part ofest the suitability of RVC as a thermoacoustic stack mate-
the thermoacoustic engine. However, until now, those wishrial. Because of the difficulty in developing theoretical mod-
ing to build a practical thermoacoustic prime mover or re-els for RVC stacks, the approach here is strictly empirical.
frigerator have had a limited choice of stack materials; thewe will report the results of measurements of the perfor-
plastic roll stack, such as developed by Hdflas shown in  mance of several RVC stacks with different pore sizes.
Fig. 1, the wire mesh stack described by Réedd metal or A most elementary method was employed for picking an
ceramic honeycombs having squiaad hexagonélchannel  appropriate RVC material for use in our thermoacoustic en-
sections. These stacks, while simple in concept, can be vegines. The manufacturer grades the material according to the
labor intensive or costly for the casual low budget researchesiverage number of pores per linear inch, or ppi. In other
to fabricate. Recently, a new stack geometry, the “pinwords, if one looks at the surface of an RVC block and
stack,” was introduced by Swift and KeolidriThe pin stack counts the number of pores in 1 in. in any given direction,
has, possibly, the ideal geometry for a thermoacoustic erthis is the ppi value. RVC was available to us in 100, 80, 60,
gine. Unfortunately, it is currently the most difficult stack to 45, 30, 20, 10, and 5 ppi. The same measurement of effective
fabricate and may have some other potential disadvantaggmres per inch can be made with a parallel plate stack simply
mentioned below. by counting the number of channels per inch across the end
Reticulated vitreous carbofRVC) was suggested as a of the stack, or it can be approximated by taking the recip-
stack material by one of the authai8loss, and has been rocal of the sum of the plate thickness and plate separation in
found to have many advantages and very few disadvantageisiches. For example, if a parallel plate stack has a plate
RVC is manufactured by Energy Research and Generatiothickness of 0.003 in. and a plate separation of 0.015 in., the
(ERG), Inc® It is an open pore foam material composed corresponding porosity would be 1/0.018 ppi, or 56 ppi.
solely of vitreous carbon as can be seen in Fig. 2. In addition ~ As a starting point, an RVC stack was chosen with a ppi
to being relatively inexpensive, light weight, and easy tovalue roughly equal to the effective ppi value of a parallel
machine, it has a temperature limitation of 300 °C in air andplate or roll stack known to have good performance. Given
3500 °C in an oxygen-free atmosphere, and has low thermdhe lack of a computational model for the RVC structure, it is
conductivity and a reasonably high specific heat. ERG alswaluable to have a simple and relatively effectias we shall
claims that RVC has a very high “void volume” or porosity se¢ means to determine the correct sizing. This is in contrast
of about 97%. Neither the plastic or metal roll stack nor theto the empirical results for stainless steel mesh stacks in ther-
wire mesh stack possess all of these properties. Because mioacoustic enginé$ where the optimal geometry values are
its random fibrous structure, RVC has no “straight through” somewhat surprising.
optical paths. This serves to block, or at least reduce, infrared
radiation back to the cpld end gnd may also re_duce the he@t_t EXPERIMENTAL APPARATUS
leak caused by acoustic streaming; another claim that cannot
be made for stacks having a regular and periodic geometry.  The first set of measurements taken were in a sealed
Design and construction of a thermoacoustic engine igrime mover, illustrated in Fig. 3, which was designed by
not a trivial task. It was therefore decided that instead ofHofler and Gardner, and first described by Casttowas
originally designed to test the effectiveness of heat exchang-
d“Selected research articles” are ones chosen occasionally by the Editor-e,rS ",1 a very high amplitude acoustic enVIronm_ent' T_hls de-
in-Chief that are judgeda) to have a subject of wide acoustical interest, ViCe is @ half-wavelength sealed resonator that is designed to
and (b) to be written for understanding by broad acoustical readership. Use low variable pressure neon gas. This allows for relatively
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FIG. 1. The plastic roll stack seen edge-on and backlit.
FIG. 3. Section drawing of the sealed prime mover apparatus, designed for

. . . . . high amplitude and relatively low heat power.
low input heater power with high acoustic amplitudes, as

well as adjustable penetration depth. In addition, a moveable

pIung’er 'S chatgd at the pressure antinode to allow th(E)erature at 78 K, while the hot heat exchanger is heated by

stack’s location in the standing wave to be adjusted. Mea; : . . .
. | two electrical resistive heater cartridges. The actual internal

surements were taken with the warm end of the stadkat cold heat-exchanger temperatures were generally consider-

=0.070, 0.137, and 0.174 rad. An internal pressure trans- 9 P 9 y

ducer, located on the plunger, was used for measuring botA '

the internal mean pressure and the dynamic acoustic pressusr'@n ‘?“d not anticipate t.he magnitude of the acoustic pressure
amplitude. Thermocouples were placed internally on thé"mP"t“qu_ and resulting heat flows through copper par_ts
heat-exchanger fins and at various points on the outside ¢t2Ving limited thermal conductance. Control of the experi-

the resonator. The cold end of the resonator is placed in J'€nt is semiautomated by using a temperature controller to

liquid nitrogen bath to anchor the cold heat-exchanger’s tem@P€rate the heater cartridges and maintain a constant tem-
perature at the hot heat exchanger. As the mean pressure is

gradually increased from about 2 kPa, the device reaches
“onset” and spontaneously begins to oscillate. As the mean
pressure is increased further, the increasing intensity of the
acoustic pressure oscillations draws more heat from the hot
heat exchanger, which is rejected at the cold heat exchanger.
Thus the heat supplied by the heater cartridges must increase
in order to maintain the constant temperature difference.
The second set of measurements taken were in a small
sealed refrigerator, illustrated in Fig. 4, which is a modifica-
tion of Hofler's original refrigeratot. This refrigerator, first
described by Brook8,was designed for small temperature
spans with the aid of a computer model for thermoacoustic
engines, developed by one of the auth@isfler). This de-
vice consists of a quarter wavelength resonator, driven by an
electrodynamic loudspeaker at the pressure antinode. It nor-
mally operates with a plastic roll stack and is pressurized
with 620 kPa of helium. It is typically capable of providing
up to 10 W of cooling power at 0 °C with a temperature span
of 35 °C and a coefficient of performan(@OP of approxi-
FIG. 2. Enlarged view of RVC showing the open cell reticulated structure.mately oné
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mean pressure, frequency, and heater input power were mea-

sured. The mean pressure was then increased slightly, the

system allowed to equilibrate again, and another set of data

recorded, and so on up to a mean pressure of about 80 kPa.
| The same test was conducted with the plunger at different
positions. In addition, a set of data points was taken holding
the mean pressure constant at 50 kPa, but varying the
plunger position.

In characterizing the performance of the RVC prime
mover stack, we examined two important parameters, the
acoustic pressure amplitude and the “efficiency.” The
— acoustic pressure amplitude, is expressed in rms values

- Resonator and given relative to the mean pressig in the resonator,
or Po/P,. We use rms rather than the usual peak values

- Cold

Heat here because of the occasional presence of some moderate

Exchanger distortion in the acoustic pressure waveform which was mea-

Heat Sink Fins sured with a true rms voltmeter. The issue of efficiency is

Stack more complicated, however, because the only acoustic load

. / is the wall loss inside the resonator, which we were not able

A a2l ¥ ot Heat to measure. Therefore, a value for quasiefficiency o&ff
) Exchanger derived by Hofler and Reédis used which assumes similar
2 Driver loading for _each of the different stacks and which is intended
Piston for comparison purposes only.

The following derivation for the quasiefficiency follows

y | ;
T 3g‘éf]ret Reed? exactly and begins with Swift's equation for the total
- Driver resonator dissipation powér for a plane-wave resonator:
Houet
W o g1 P RL[& Y028 (1)
= — wT K — v
~— Air Duct 4 pnd” 1tes L

WherePy is the rms dynamic pressure amplitug@e, is the

NN

: = mean densitya is the speed of souna is the angular fre-

1 Cooling Fan E quency,§, and 6, are the thermal and viscous penetration
depths,y is the ratio of specific heats, and the radius and
length of the resonator are given ByandL. The available

u U surface heat capacity is;, which for these experiments is
very small compared to 1 and can be ignored. Then, by using

FIG. 4. Section drawing of the demonstration refrigerator. PmaZZ YPm, Eq.(1) becomes
7R\ [ Py 2 2R
Il. PRIME MOVER MEASUREMENTS E~(4—7)<P—m) Pmol| 6 (y—1)| 1+ T) +6,[. @

For the prime mover, the plastic roll stack used by  thg geometry of the prime mover is such that the term
Castrd had a plate thickness of 0.102 mm and a plate SePBHR/L is much less than 1 and can be ignored. Using the
ration of 0.711 mm for a sum of 0.813 mm. The reciprocal of yafinition of the Prandtl number. Pr

this is 31 pores per inch. We therefore chose to begin our

measurements with a 30-ppi RVC stack. Later, we tried a 5,
20-ppi RVC stack because Reed’'s measurements with wire 5K:\/—Er , ()
mesh stacKsindicated that more open stacks work better in
this apparatus. Eq. (2) can be rewritten as

The procedure for these tests was to place an RVC

| Kk into th h | of ir, = [7R}[Po)? y—1

sample stack into the resonator, purge the vessel of any air, _ (77} o, . o 41 4
and then fill it with pure neon to a pressure of about 2 kPa. 4y |\ P, ™ "\ JPr '

The cold end was then submerged in liquid nitrogen, and the ) .

heater cartridges in the hot end were turned on and placeg!lecting all the constants, E¢#) can be written as a pro-
under the control of an analog temperature controller tdPortionality:

maintain the hot heat-exchanger's temperature at approxi- Po)2

mately 300 K. The mean pressure in the resonator was then Ex P_> Pnold,. 6)
slowly increased until onset was reached. The system was m

allowed to equilibrate for about 10—15 min at which time theSince the dynamic viscosity is nearly independent of the
hot and cold heat-exchanger temperatures, acoustic argessure, the viscous penetration depth can be expressed as
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FIG. 5. Measured performance of the thermoacoustic prime mover compaiz|G, 6. Measured performance of the thermoacoustic prime mover compar-
ing four different stacks at positiokx=0.070.(a) Pressure ratio anth)  ing four different stacks at positiokx=0.137.(a) Pressure ratio antb)
quasiefficiency plotted against mean pressure. quasiefficiency plotted against mean pressure.

27 quadratic at the higher amplitudes. While caution should be
5. = OC(w )_Uzoc(wP )—1/2 (6) . . . . e . . £
P exercised in comparing quasiefficiencies at dramatically dif
_ . ferent amplitudes, a stack that produces higher quasieffi-
Proportionality(5) then becomes ciency values at an equal or higher amplitude is truly more
. 2 Po) 2 efficient.
Ex| —| L(wPy)(wP,) Y= P_> LVwPy,. (7) The valueQy, in Eq. (10) is formed by subtracting the
m m

heater power measured below acoustic onset, which is essen-
Note that theL. dependence is for a constant diameter resotially an apparatus heat leak, from the heater power measured
nator at uniform temperature. In this case 1/L, so then above onset. The heat leak is generally much smaller than
2 2 the typical heater power above onset, except at the lower

. [Pg)\%1 Po P : i ;
Eo 5| o JoP,= B L (8 mean pressure and amplitude combinations. Typical heat
m/ @ m

.
The efficiency, Eff, is defined as the resonator losses divided 55
by the heat input

A,&"“A\ -0—0.,
E - el
Eff=——. ©) 20} ?ﬁi&% ]

QHot

Therefore a quasiefficiency, Eff,si can be defined as

(Po/P )2\ P27t

PPy (%)
3
&
/ /

Effouas™ 1

Quasi QHot ( 0) o RVC-30

. . . o . . 10 F —o— RVC-20 4
wheref is frequency. This quasiefficiency, as shown in Figs. —a— Plastic Roll
5(b), 6(b), and 7, has units offkPa/Hz/W. This expression v Mesh
assumes a linear system where the resonator dissipation has i 5 ! . . \ . . ! .
guadratic amplitude dependence, and it accounts for pressure 08 10 12 14 16 18 20 22 24 286
and resonator length variations. Quasi-Efficiency

It should be noted that we expect that nonlinearities such

as flow separation d(? occur at higher amplitudes a'_"d thergsg. 7. comparison of measuré / P,, with respect to quasiefficiency for
fore the resonator dissipation increases more rapidly thathe prime mover with the stack at posititm=0.07, for all four stacks.
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leaks are in the 15—20 W range, whereas the highest heatppi RVC stack was superior to the plastic roll stack, and at
powers were in the 250 W range. Estimated uncertainty ileast as good as the wire mesh stack. The results were similar
the heater power measurements near the heat leak level wdn the farthest stack position, even though we do not present
between 0.5 and 1.0 W. them here.

The pressure amplitude performance of the RVC stack  Another interesting way to summarize the performance
was very encouraging, as may be seen in Fig®. &d Ga), of these stacks is illustrated in Fig. 7 showiRg/P,, versus
showing the ratidP, /P, versus mean pressure for two dif- quasiefficiency for the closest plunger position. Ideally, one
ferent plunger positions. A comparison is made to the origiwould want a stack that delivers a high acoustic pressure
nal plastic roll stack used by Casfrand the best stainless amplitude ratio,P,/P,, as well as high efficiency. In fact,
steel mesh stack used by Réeedlt the closest plunger posi- this graph shows that the 20- and 30-ppi RVC stacks deliv-
tion and at lower mean pressures, the 20-ppi RVC stack peered higher pressure amplitudes at higher efficiencies than
formed the best, followed by the 30-ppi RVC stack, then thethe plastic roll stack.
stainless mesh stack, and finally the plastic roll stack. Only at
the higher mean pressures did the plastic roll stack begin tdl. REFRIGERATOR MEASUREMENTS

surpass the.other stapks. However, as the plunger was pulled The procedure used for quantifying the performance of
back, effectively moving the stack farther from the pressurgn thermoacoustic refrigerator was to first run the device

antinode, the superiority of the 20-ppi RVC stack becameyii, nq externally applied heat load until it reached its ulti-
quite pronounced. Its performance at low mean pressurggaie cold temperature. A data point was taken consisting of
surpassed the other stacks considerably, and slightly SUfot ang cold heat-exchanger temperatures, and the acoustic
passed the plastic roll stack at the higher mean pressuré§ressyre amplitude and driver volume velocity along with
The trend continued as the stack was moved farther away,o phase between them. A known heat load was then ap-
from the pressure antinode. The conclusion from thesgjied 1o the cold heat exchanger and the refrigerator’s tem-
graphs is that under many of the conditions tested the 20-ppjeratures were allowed to equilibrate again, after which the
RVC stack offered higher acoustic pressure amplitudes thagame data points were recorded with the addition of the ex-
the other stack materials. Only at the closest stack positiongna| heat load. The refrigerator was operated at a constant
with higher mean pressures was the RVC stack clearly infegive current level of 1.85 A and a constant frequency of 645
rior to the plastic roll stack and the wire mesh stack. Hz. This was done in order to duplicate the conditions under
Even more interesting are the results of the quasieffiyyhich the unit was originally tested by Berhdw.
ciency plots in Figs. &) and Gb). The data points at low The previously mentioned data was reduced down to
mean pressure are not very reliable because of the heat legkg important parameters, the temperature r&giéT,,, and
subtraction discussed above. This was exacerbated by thge coefficient of performanc&COP), both as a function of
extremely low onset pressures achieved with the RVC stackge total heat load on the cold end of the refrigerator. The
and the correspondingly low heater cartridge power levelsyota| heat load included the heat leak from the hot end of the
For mean pressures above 10 kPa, however, the data bgsfrigerator to the cold end of the refrigerator due to conduc-
comes acceptable. With the plunger all the way in, and thgjon py the walls of the resonator vessel, the stack, and the
stack closest to the pressure antinode, we can see in(Big. 5 helium gas, the insulation heat leak, and any external heat
that the RVC and stainless mesh stacks were clearly superi@ggad added to quantify its performance. The external heat
to the plastic roll stack. Because some of these comparisongad was applied via a resistive electrical heater and was very
are being made at different pressure amplitudes, we can eXimple and straightforward to measure. The nuisance heat
pect that a stack that has both higher quasiefficiency angak was measured by running the refrigerator until it
higher pressure amplitude should have higher true efficiencyjeached its ultimate cold temperature and then shutting it off
than a stack with lower quasiefficiency and lower pressureind measuring the warm up rate, which if the resonator is
amplitude. We therefore concluded that the 20-ppi RVCwell insulated, is an exponential function. From this data a
stack should have slightly higher true efficiency at the lowerthermal time constant is derived which, along with the heat
mean pressures, while the plastic roll stack should haveapacity of the cold end, gives a heat leak in W/°C. The
slightly higher true efficiency at the higher mean pressuresemperature ratio is also very straightforward to measure,
relative to what is shown in Fig.(8). This gave us a confi- while the COP can be obtained from the simple relation:
dent assessment that the 20-ppi RVC stack was slightly bet-
ter than the plastic roll stack, and at least as good as the wire COP=Qiotarl W,
mesh stack. whereQ,i5 iS the total heat load, in watts, on the refrigerator
With the plunger pulled back to the second position, theandW is the acoustic power, or work flow, into the resona-
same behavior was noted as in the closest position. Becausa'. The rmsP, /P, values were typically between 2.5% and
the 20-ppi RVC stack always had the highest acoustic pres3.5% for these tests.
sure amplitudes at this plunger position, we concluded that The RVC results for our low-powered refrigerator were
the true efficiency for this stack was even higher relative tonot as favorable as they were for the prime mover, and might
the plastic roll stack than is already seen in Figh)pwhile  reflect the fact that the RVC stacks were simply inserted into
the 30-ppi RVC stack and the mesh stack had lower tru@an engine that had been optimized for use with a particular
efficiencies because they always produced lower acoustiparallel plate geometry stack, and which was designed for
pressure amplitudes. Again, we were confident that the 204se as a demonstration aid rather than a solid thermoacous-
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and (b) coefficient of performance against total refrigerator I6ag. FIG. 9. Measured performance of the thermoacoustic refrigerator with an

80-ppi RVC stack, comparing three different mean operating presgajes.

Temperature ratio an¢b) coefficient of performance plotted against total
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tics test engine. Also, the refrigerator lacked the adjustment

provided .by the plunger in the prime mover apparatus. by the higher COP. In fact, when we looked at the COP
The first set of _measureme_nts were taken ata mean pregsiive to CarnotCOPR we found that the refrigerator with

sure of 620 kPa with pure helium, which is the normal 0p-y,o g4 i stack had a COPR 1.05 times higher at 520 kPa

eratmg pressure W'.th the plastic roll stack: The_ roll St_athhan at 720 kPa at the lower heat loads, while at the higher

used in this engine is made from pol_yester film with a thlCk'heat loads the COPR’s were the same. The higher efficiency

ness of-0.051|m:cn,5a Iayeg s%p\?(r:atmn OT 0'2f5gomm’. and &t lower mean pressure is probably an indication that the

gpgc;i:nr |rf]1terva bo dmm. h n Eorosny P?GO pdpll(\;voas 80-ppi stack has too large of a pore size to be operated effi-

Initially chosen based on these numbers, wit an pI:Hiently at 620 kPa, since lowering the mean pressure to 520

being the secondar_y choices. Figure 8 shows t.he results f?{Pa increases the thermal penetration depth and makes more
the temperature ratiol/Ty) and COP as a function of total of the gas in the channels productive. The increment of 100

heat 10adQyora for the plastic roll stack and for the 80- and | p, \ya5 aiso perhaps too large to allow us to find an ideal

100-ppi RVC stacks. The 60-ppi stack is not included hereOperating pressure, but it does serve to point out the perfor-

because it produged negllgz_ible refrigeration power, and Nfhance trends associated with varying penetration depth.
data was taken with an applied heat load. Our measurements

indicate that while the temperature ratio for a given heat loa
was slightly lower with both RVC stacks, indicating higherqv' CONCLUSIONS
available cooling powers, the plastic roll stack still held the Based on these measurements, we believe that RVC has
edge in efficiency, giving higher COP’s. However, based ora definite potential as a low cost, easy to fabricate material
this data, it is not clear if one of the two RVC stacks wassuitable for use in all types of thermoacoustic prime movers
generally superior to the other. and refrigerators. Further investigation is still needed to de-
The second set of measurements taken with the refrigtermine exactly which combinations of stack and resonator
erator consisted of varying the mean pressure up and dowdimensions and gas parameters, including the use of gas
by 100 kPa from the normal 620-kPa operating pressure, anehixtures, would yield optimum performance. Currently,
taking the same data as before. Unfortunately, due to a suagreasurements are being taken on precompressed samples of
den driver failure, we were only able to obtain this data forRVC in a high-temperature and high-pressure prime mover,
the 80-ppi RVC stack. Figure(8 shows that the 80-ppi in an attempt to decrease the extremely high porosity of the
stack has higher cooling power available at the higher meaRVC and thereby increase the heat capacity of the stack. The
pressure of 720 kPa, but Fig(l shows that it is more only drawback we have found to RVC, thus far, is that be-
efficient at the lower mean pressure of 520 kPa, as evidencezhuse it is extremely brittle, a loose fitting stack can vibrate
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r_|al. RVC could also become_ potgnnally more cost competl— 4G. W. Swift, “Analysis and performance of a large thermoacoustic en-
tive compared to other materials like plastic roll and stainless gine,” 3. Acoust. Soc. Am92, 1551 (1992.
steel mesh, given enough demand for the product. 5G. W. Swift and R. M. Keolian, “Thermoacoustics in pin-array stacks,” J.
Acoust. Soc. Am94, 941 (1993.
ACKNOWLEDGMENTS ®Energy Research and Generation, Inc., 900 Stanford Avenue, Oakland,
CA 94608.

This work was supported by the Office of Naval Re- 7N. Castro, “Experimental heat exchanger performance in a thermoacous-

search and by the Naval Postgraduate School. Assistancdic prime mover, Master's thesis, Naval Postgraduate School, Monterey,

was also provided by the Lawerence Livermore NationalCalifornia, 1993 _ -
B. R. Brooks, “Construction of a thermoacoustic refrigerator demonstra-

Laboratory' \.Ne would also .Ilke to .thank qurgy Re;earch tion apparatus,” Master's thesis, Naval Postgraduate School, Monterey,

and Generation, Inc. for their help in supplying us with re- -~ 1994

ticulated vitreous carbon for our experiments. 9T. J. Berhow, “Construction and performance measurement of a portable
thermoacoustic refrigerator demonstration apparatus,” Master's thesis,

LT, J. Hofler, “Thermoacoustic refrigerator design and performance,” lONavaI Postgraduate School, Monterey, California, 1994. _
Ph.D. dissertation, Physics Department, University of California at San~ M. S. Reed, “Measurements with wire mesh stacks in thermoacoustic
Diego, 1986; T. Hofler, J. Wheatley, G. W. Swift, and A. Migliori, prime mover,” Master’s thesis, Naval Postgraduate School, Monterey,

“Acoustic cooling engine,” U.S. Patent No. 4,722,201 granted 1988. California, 1996.

38 J. Acoust. Soc. Am., Vol. 104, No. 1, July 1998 Adeff et al.: Measurements with reticulated vitreous carbon stacks 38



Application of pulse compression techniques to broadband
acoustic scattering by live individual zooplankton®
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Distinct frequency dependencies of the acoustic backscattering by zooplankton of different
anatomical groups have been observed in our previous sti@set al, ICES J. Mar. Sci49,
97-106(1992; Stantoret al., ICES J. Mar. Sci51, 505-512(1994)]. Based mainly on the spectral
information, scattering models have been proposed to describe the backscattering mechanisms of
different zooplankton groupsStantonet al, J. Acoust. Soc. Am103 236-253(1998b]. In this

paper, an in-depth study of pulse compressiB®) techniques is presented to characterize the
temporal, spectral, and statistical signatures of the acoustic backscattering by zooplankton of
different gross anatomical classes. Data collected from various sources are analyzed and the results
are consistent with our acoustic models. From compressed (@iB@utputs for all three different
zooplankton groups, two major arrivals from different parts of the animal body can be identified: a
primary and a secondary arrivdll) Shrimplike animalgEuphausiidsand decapod shrimp; near
broadside incidence onlythe primary one is from the front interfad@nterface closest to the
transducer of the animal and the secondary arrival is from the back interfé@egas-bearing
animals(Siphonophores the primary arrival is from the gas inclusion and the secondary arrival is
from the body tissue(“local acoustic center of massg) and (3) elastic shelled animals
(Gastropods the primary one is from the front interface and the secondary arrival corresponds to
the subsonic Lamb wave that circumnavigates the surface of the shell. Statistical analysis of these
arrivals is used to successfully infer the size of the individual animals. In conjunction with different
aspects of PC techniques explored in this paper, a concept of partial wave target SiPaMdH

is introduced to describe scattering by the different CP highlights. Furthermore, temporal gating of
the CP output allows rejection of unwanted signals, improves the output signal-to-nois&NERp

of the spectra of selected partial waves of interest, and provides a better understanding of the
scattering mechanism of the animals. In addition, it is found that the averaged PWTS can be used
to obtain a more quantitative scattering characterization for certain animals such as siphonophores.
© 1998 Acoustical Society of Amerid&0001-496@08)02105-3

PACS numbers: 43.10.Ln, 43.60.Cg, 43.60.Gk, 43.30.Ft, 43.30L%]

INTRODUCTION acterizing the zooplankton scattering. The broadband signals

used in these reported experiments were a linear frequency-

Zooplankton aggregations often contain a diverse Conecfnodulated signala “chirp”) that continuously covers an

tion of animals of different anatomical groups, species, an%ctave band of frequencies. A broadband scattering signal is

sizes. Because of this diversity as well as the strong depen- . . - .

) . S extremely powerful in analyzing and characterizing the sig-
dence of acoustic scattering by individual zooplankton Uponnatures of the scattered sianal which. in turn. leads to an
acoustic frequency, and geometrical and physical properties 9 ' '

of the animals, it is difficult, if not impossible, to make ac- understanding of the inherent scattering mechanisms.

curate predictions of zooplankton biomass by using a single | Therebare tvvlo m;mr domamsdln Wh'Ch b(;ogdbagd SI9-
frequency sonar. Sophisticated technology and scatteringas can be analyzed: frequency lomain and time domain.
models are required for accurate estimates of biomass. SonHr Previous studieeChuet al, 1992; Stantoret al, 1993a,

systems with two or more discrete frequencies have beeh993P, 1994a, 1994b, 199Bmainly focused on the fre-
applied successfully to biomass estimati¢tolliday et al, ~ dUency or spectral analysis. There are many advantages of

1989: Holliday and Pieper, 199@nd animal behavior esti- USing spectral analysis, such as to automatically reject the
mation (Chuet al, 1993 of simple populations containing a NOisé outside the frequency band of interestt-of-band

single species. Laboratory and shipboard experiments ir20is8. In addition to the spectral analysis, temporal analyses
volving a combination of narrow band and broadband trans@lSo provide useful information. One of the most important
ducers have been conduct@huet al, 1992; Stantoret al., features of the time series analysis is that for a broadband

1993b, 1998pand much progress has been achieved in charsignal, a higher time-domain resolution B, AvhereB is the
bandwidth of the signal, can be obtained through various

) ) ._forms of signal processing. For a sufficiently broad band-
d“Selected research articles” are ones chosen occasionally by the Editor- 9 P 9 y

in-Chief, that are judgeds) to have a subject of wide acoustical interest, width of the Si.gna(or equivalently, a S_U'fﬁCiently.Short pulse
and (b) to be written for understanding by broad acoustical readership. length, the different parts of an individual animal can be
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GASTROPOD swept from 300 kHz to 700 kHz over 2Q@s. Noise is quite
0.1 apparent in the raw time series and results in some of the
@ “hashness” in the power spectrum.

It is well known that when a long-wideband signal is
used, i.e.BT>1, whereB is the bandwidth and is the
pulse length, the output SNR can be increased by applying
pulse compressiofPC) techniques. With this process, the
length of the original signal is reduced which provides im-

o
o
5

AMPLITUDE (V)
1)
& o

-0.1 proved temporal resolution. One pulse compression tech-
100 200 = 300 400 nique, the matched filtefMF), maximizes the output SNR
TIME (us) by cross-correlating the received signal with a noise-less rep-
_40 licate of the transmit signal. Figurgq illustrates the com-
(b) pressed pulsé€CP) output after cross-correlating the received
raw backscattering time series in Figajlwith the applied
@ 50 transmit signal(details of this analysis are given in Sec.
T
pre WWMVWNVUW\ IIB). Here the output SNR and temporal resolution are
- -80 clearly improved and two distinct arrivals can be identified.
The primary arrival(larges} corresponds to the specular
~100 component of the backscattering from the front interface of
300 400 500 600 700 the animal and the secondary arriv@ircled peak corre-
FREQUENCY (kHz)

sponds to a subsonic Lamb wave that circumnavigates the
surface of the shell and sheds back to the reci&anton

1 (©) et al, 1998h. Had this been a true MF, the output would
B have been a sinc-like function. Since the scattering charac-
& 0.8 teristics of the target were not incorporated into the process-
8 0.6 ing, the actual output departs form the idealized MF output
o 0.4 (i.e., resulting in multiple highlighjs This deviation contains
Oo2 information regarding the scattering properties of the target.

Given the potential advantages of using PC techniques
350 400 450 with broadband scattered signals by zooplankton, we present

TIME DELAY (us) in this paper a study of the performance of PC processing in
FIG. 1. Single ping backscattered signal from a 2-mm-long gastrof@pd. the context of aCQUStIC scattering by zoop!ankton Wlt_h the
Time series|b) target strength versus frequenéy) compressed pulS€P) purpose of extracting more useful information acoustically.
output. The secondary arrivétircled peak is clearly seen in(c) but its  Since MF processing is, in part, a basis for this analysis, the
influence in the spectral domain is not noticeabl¢bin The transmit signal background of MF’s is given briefly in Sec. I. In Sec. Il
is a chirp signal swept from 300 kHz to 700 kHz over 206 . . ) . o T

different theoretical considerations of PC processing involv-

ing zooplankton scattering are studied. CP outputs of the
backscattering data from different zooplankton groups col-
lected from various sources are presented and analyzed in
@ic. I, and finally, the conclusions are drawn in Sec. IV in
which the advantages of using PC techniques in the applica-
tion of zooplankton scattering are summarized.

resolved acoustically. Ideally, in a noise-free environment
i.e., the signal-to-noise ratiGNR) approaches infinity, the
acoustic impulse response of the target can be obtained v
either direct deconvolutiofin the time domaihor the Fou-
rier transform/Inverse Fourier transform procéissthe fre-
quency domain

A combination of electrical noise of the data acquisition . BACKGROUND OF MATCHED FILTER PROCESSING
system and ambient noise in the water detected by the re- Matched filters are widely used in radar and sonar ap-
ceiver degrades the quality of the data. Increasing the tranglications (Price, 1956; Siebert, 1956; Parvulescu, 1961;
mit power can help offset these effects but that improvemen€Cook and Bernfeld, 1967; Clay, 1987; Thoratal, 1994,
is restricted by the limitations of the power amplifier and 1995, and their theoretical background can be found in
transmit transducers. For a constant transmit power, thenany reference¢Van Vleck and Middleton, 1946; Turin,
wider the bandwidth of the transmitter, the weaker the trans1960; Van Trees, 1968; Whalen, 1971; Robinson, 1980;
mitted power spectral density, and hence the lower the SNRVinder and Loda, 1981 In this section, only a brief review
in the spectral domain at the receiver. In zooplankton applief the theory and its application to the class of signals used
cations, especially when an individual animal is involved,in our experiments will be presented.
the received signal could be very noisy. As an example, the Matched filters are designed to maximize the output
scattered signal by a 2-mm-long gastrogbdnacina retro-  SNR for a given input SNR when noise is present. Assume
versa an elastic shelled animais shown in Fig. 1. Figure that a time seriex(t) is composed of two components: a
1(a) is the time series of the received backscattering signasignals(t) and noisen(t) [i.e., x(t) =s(t)+n(t)], and is fed
for a single ping and Fig. (b) is its power spectrum. The into a filter whose impulse response agt). The filtered
transmit signal is a linear frequency modulated sigohlrp)  outputy(t) can be expressed as
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y(t)=X(t)*a(t)=s(t)*a(t)+n(t)*a(t), (1) TIME SERIES NORMALIZED MF OUTPUT

where the symbol #” denotes convolution. The ratio of the 3%
instantaneous power of the signal to that of the noise at time g ° o8
. ~0.5
TIS o A Aor

0 100 200 300 400 10 20 30 40 50 60 70

B (fga(t)S( — t)dt)z 2 1 ) 1 (@
~{((atn(r—t)dt)?)’ 2

Maximizing Eq.(2) with respect to the filtea(t) results
in (Whalen, 1971 -t °

0 100 200 300 400 10 20 30 40 50 60 70

I'(7)

TAPERED
(=]
©
&

fOTa(g)rn(t_g)dgzch(T_t), (3) o5 @ 1 ®

ACTUAL
°
°
&

wherer , is the autocorrelation function of the random noise
andk. is a normalization constant. If the noise is whitg, 0w o 0 a0 10 2 30 40 5 60 70
becomes a delta function, the above equation reduces to TIVE (us) TIME DELAY (us)

a(t)= kCS(T_t). (4) FIG. 2. Time series and MF outputs of various kinds of signéds. (b)

Ideal chirp (300 kHz to 700 kHz up swegpwith f,=300 kHz, a=27

Such a filter is called anatched filtersince its coeffi- X10° s andT=200us. The envelopéthick line) of the MF output is
cients are “matched” to the applied signa{t). Equation computed from the Sinc function in E/). (c), (d) Gaussian-tapered chirp

. . ith B=2x10° s72 and the other parameters are the same &g)inThe
(4) shows that a MF is merew a time reversed sequence 0gnvelope of the MF outputthick line) is computed from Eq(10). (e), (f)

the original signal. Since a convolution with a time reversedactually measured chirp signal received in the calibration mode illustrating

function is mathematically equivalent to the correlation withthe system response to the transmit signal givetainin each plot in the

that function without time reversal. a MF is also referred toright column, the thick solid line is the demodulated MF output and the thin
L . line is the full rectified MF output before demodulation.

as acorrelator. Substituting Eq(4) into Eg. (1) and drop-

ping the time shiftr, we have

y(t) =x(t)xs(—t) term acts as a carrier signal whose angular frequency is the
center angular frequency of the original chiryyt aT),
=kgs(t)*s(—t)+k:n(t)*s(—t) while the term involving the Sinc function is the envelope of
the MF output. An example of the time serigét) and its
— kel o) +keS(D@N(1), (5) P e &)

corresponding MF output are shown in FigaRand (b),
where “®” stands for correlation and{(t) is the autocor- where fy,=300kHz, a=27x10°s% and T=200us
relation function of the signai(t). For white noisen(t), the (these parameters are sometimes used in our zooplankton
second term in Eq5) tends to zero. It can be proven that the scattering experiments The resultant bandwidth is about
time-domain resolution of a MF output is approximately 400 kHz. The envelope of the MF output is computed from
equal to 1B, and the processing gain—the ratio of outputthe Sinc function in Eq(7) and plotted with the thick solid
SNR to input SNR is proportional toBT, whereB is the line. Strong sidelobes are observed in Figb)2which are
bandwidth andT is the pulse length of the applied signal due to the sharp edges of the signal.
(Turin, 1960. In reality, due to the nonuniform band-limited frequency
One of the widely used signals to provide a high pro-response of most transducers such as the ones used in our
cessing gain is a chirp signal because of its uniform coveragexperiments, the transmitted signal is typically tapered on its
of frequencies within a given band. An ideal “up-sweep” rising and falling edges. Such a signal can be reasonably
chirp, a signal whose instantaneous frequency increases lipproximated by an untapered chirp signal given by Ep.
early with time, can be represented in the following form: modulated by a Gaussian envelope symmetric abstit/2

coq wot + at?), O<t<T, _ — B(t—T/2)?
u(t)= dwo _ ) 6) Ug(t)=u(t)e AT C)
0, otherwise, _ _
whereg is a constant that controls the degree of tapering. For

wherewo, o, andT are the initial angular frequency, Sweep /a1s.1 the analytical expression of its MF output becomes
rate, and pulse length, respectively. It can be shown that fo(Appendix A

JaTs>1, the analytical expression of the MF output of Eq.

(6) is approximately 1 \/ﬂ . )
= /2L o [(BP+ad)i2p]r

Ry(7)=1 cog (wo+ aT)7]Sing aT), @ RiN=27 N g ¢ COS{(wo+aT)r].( |

9

wherer is the time delayR;(7) is the autocorrelation func-

tion of a continuous signal modulated by a rectangular win-  The limiting condition of /BT>1 corresponds to the
dow function and is defined in more general terms in Egcase when the leading and trailing edges of the chirp are
(A2) of Appendix A. The Sinc function in Eq7) is defined negligibly small at the beginning and end of the window
as Sinck)=sin(X)/x. The above approximate expression isfunction, respectively; that is, the windowed signal has the
based on the conditions thatxT>1 and7<T. The cosine appearance of varying smoothly in time. The MF output in
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Eqg. (9) has the same carrier signal as the untapered chirp. Basic scattering equations

case but with a Gaussian envelope given by For a backscattering geometry, ignoring the attenuation

1 27 ol 22 in water, the far field received pressure time sepggt) for
Rend 7)== \[ 5 € [FTHaf2Bl7, (10 an individual target due to a point source is
4T B

Figure Zc) and (d) shows this Gaussian tapered chirp t) = So(t—to) “f (t 11
time series and its MF output with a tapering coefficignt Podt) r2 o). 1

_ 2 L e i
=2x10° 572, where the thick line is the envelope computed,\here t,=2r/c, r is the distance between the transmitter

using Eq.(10). For the purpose of comparison, the actual(receivey and the target, and is the sound speed in water.

received transmit sign_al u_sed during our 1994 crui;e and it§0(t) is the source function anti,(t) is the backscattering
MF output are shown in Fig.(8) and(f). The modulation of jn5ise response of the target. Its Fourier transférgf)

its amplitude is due to the frequency response of the combigyy e expressed in terms of the backscattering amplitude

nation of the acoustic transducers and the data acquisitiop _ \yhich is the Fourier transform of the scattering impulse
system described in Stantat al. (1998a. The thick solid response ., as

line is the envelope of the MF outp(ite., demodulated MF
outpud. As expected, the Gaussian modulation widens the
main lobe and reduces the sidelobe levels of the MF output

[Fig. 2d) and(f)]. Comparison of the time series and the MF whereS, is the Fourier transform of the source functigp

output of the Gaussian tapered chirp with those of the actual . o
. . - . : and k is the wave number of the transmit signd®,
received signal indicates that the Gaussian tapered chirp de-

. : ; =5,e"/r is the incident wave at the target. For far field
scribes the actual received signal reasonably well. o s
applications,P, can be treated as a plane incident wave.

Notations of lower case and upper case are chosen to be
II. BASIC CHARACTERISTICS OF consistent with the convention for time/frequency Fourier
PULSE-COMPRESSED SCATTERED SIGNALS pairs. HereF s corresponds to the backscattering amplitude
) o ) fps in our previous papers involving scattering mod@s.,
Since the scattering impulse response of a target is typigiantonet al, 1993a, 1993b, 1993b
cally unknown, it is, in general, impossible to determine @ Target strength is defined in terms of the differential

real “replicate” of the received scattered signal and hence,ackscattering cross sectien, and the backscattering am-
the signal will never be truly “matched” as in the case de-yjiiyde F . as(Clay and Medwin, 1977

scribed above for MF processing. However, deviations of the
received scattered signal from the expected output for the 15— 10100 obs=20 logidFpd dB re: 1 mP. (13)

idealized (matched case, can provide useful information The scattering amplitude,. is a measure of the scatter-
about the target after processing. For example, if the ideaing ability of a target at a range of 1 meter subject to a plane
ized replicate is constructed assuming that the target is gcident wave and can be expressed in terms of directly mea-

point scatterer but the target is in fact of finite size, then thesyrable quantities of transmit and received voltages as
CP output will consist of multiple arrivals or “partial (1) A o2

waves” from the target. This is in contrast to the expected :Vﬁ V_cal Tbs (14)
single return from a point scatterer. The separations between ~ * v v r .’

the multiple arrivals may be related to the size of the target. . . .

In addition to the effects due to a finite body, there will beWhereV is the Fourier transform of the voltageys is the

: : X . .._distance between the transducers and the target in back-
multiple arrivals due to a collection of multiple targets which scattering mode, and,, is the distance between the trans-
will also affect the performance of the PC processing. While g ' al

the mathematical treatment of both cases is similar, we W”[mtter and the receiver in bistatic calibration mode, super-

focus on the different characteristics of the CP output wherz E:;p;tbsa:r? rtssézn:n]:joi:;rlasrgr?ét fi?%;(zli:::ﬁt’err?r?p?g\égﬁn d
the scattering from a single target is involved. Special atten- P 9

tion will be focussed on relating the physics of the scatteringf alibration mode, respectively. In the backscattering mpdg,
to the deviations. wo closely spaced transducers are used, one for transmission

In many signal detection applicatiorf¥an Vieck and and the other for reception. In the calibration mode, the same

Middleton, 1946; Price, 1956; Siebert, 1956; Parvulescutwo transducers are separated by a distanag,pand facing

each othefStantonet al, 1998a.
1961), the absolute level and the shape of the CP output may To accurately estimate the frequency dependent TS, the

not necessarily be as important as the accuracy of the arrivah o ) :
. . . characteristics of the compressed pulse in both time and fre-
times of the detected echoes and their relative levels. How=

ever, to characterize the acoustic scattering by zooplankto(ﬂuency domains need to be studied.
of different groups, not only is the timing important but also
the absolute level of the scattering, such as the target streng
(TS). To determine the TS from a CP output of a scattering ~ As mentioned above, if the received sigisét) in Eq.
signal, special care must be taken. In the following part of(1) is the scattered signal from a target, it is no longer an
this section, the basic scattering equations are presented aagact replica of the transmitted sigrej(t), but a convolu-

then incorporated into PC processing. tion of sy(t) with the scattering impulse response of the tar-

e2ikr eikr
Pod(f) = So(f) 2= Pud ) = Po(f) == Fud ), (12)

Eh Time domain—Cross correlation
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get fp{t) plus a noise componenmi(t). Since the scattering ke N

impulse response is a complicated function of the geometric  Y(7)= 2 2 Fsdt—to) @ fpg(t—4)). (19

and physical properties of the target, it is not practical to find =

a function that truly matches the received scattering signa&

fpe*So as a replica required by MF processing. An alternative™

candidate is the transmit signal. Since the transmit signal To further understand how PC processing can improve

does not truly match the received scattering signal, to distinthe output SNR, we express Ed.6) as a summation of two

guish between the true MF processing and the processirigtegrals over frequency

using the transmit signal as the replica, we call such a non- _

ideal MF processing pulse compressi®tC) processing and Y(1)=y1(1) +Ya(7),

its output compressed pul$€EP) output. ke [ fo(r—tg)
The resultant output in this scattering case can then be 2 fﬁbus(f)Rss(f)e o df

expressed as

Frequency domain—Spectrum average

1 + — loT
YO=ks08| 7 D7 so(t-to)+n() |, (19 | M-t 20
‘ whereF (), Rs{f), So(f), andN(f) are the Fourier trans-

_ ¢ _ forms of the backscattering impulse respofiggt), the au-

= 2 Fsdt o) @ ) F kel on( ), (16) tocorrelation functiorr .(t), the transmit signasy(t), and
noisen(t), respectively.

Clearly, the right-hand side of EO) is in the form of
the inverse Fourier transform. By taking the Fourier trans-
form of both sides of Eq(20), the scattering amplitude
can be obtained. However, directly taking the Fourier trans-
form of y(7) in Eq. (20) is equivalent to reversing the PC
processingAppendix Q, and thuseducesthe SNR back to
that of the original signal. In other words, we cannot improve
our estimate on the frequency dependent scattering ampli-

kc tude FbS'

Y(7)= 2 s t=to) ® Tpd1). 17 However, evaluating the CP outpufr) given by Eq.

(20) at 7=ty, we obtain,

For the special case where the scattering impulse re- ‘
sponse is a delta functidipgt) = 5(t) (which corresponds to _Ke [*

a point scatterer of uniform responsthe resultant CP out- y(t(’)_rz ﬁbuS(f)RSS(f)df' @)

puty(7) will be a simple product of a scaling constant andwhere the term associated with noisg(r), is neglected.

the autocorrelation function of the transmit signal. This ideal : o . .
case represents true matched filtering Equation(21) is simply a weighted averaging process over a
' frequency band(band-limited case AssumingFs has a

: If the scgttenng impulse responﬁgs(t) S not a single slowly varying phase over the frequency band of interest,
impulse but involves a number of impulsive arrivals sepa-

. Lo . e
rated in time, then it can be written in terms of a sum of?::I :J:iﬁ;gea\ﬂlighﬂg%;uZ%f;ﬁg)n;ssgfsﬁhfiﬁi\gaésng are
those arrival§Ehrenbreget al,, 1978: ' q y P 9

in phase and add up constructively resulting in an enhanced
N signal level. In contrast, for random noise described by the
fpt) =2, fodt—A)), second term of Eq20), the phase of its Fourier components
=1 can be described as randomly and uniformly distributed over
N [0 27]. Such random noise always mismatches the filter,
=2 ks o(t—A4;), (18 hence all frequency components tend to add destructively
=1 resulting in a reduced noise level. It is the constructive addi-
where the difference in spreading loss among the arrivals iion for a matched signal and the destructive addition for
ignored, N is the total number of arrivals, and; is the  random noise in the frequency domain that makes a PC pro-
difference of arrival time between thgh arrival and the cessing improve the output SNR in the time domain.
reference timéy=2r/c. For an applied chirp signal given in
Eq. (6), the CP output of the scattering described above is d- Single nonideal arrival
superposition of a series of Sinc-function-like arrivals with As discussed in Sec. I B, the ideal case is when the
different amplitudes. If the separation time between arrivalscattering impulse response is a delta function, fg(t)
is greater than B, whereB is the band width of the chirp =k §(t), in the case of a point scatteréhe Fourier trans-
signal, theseN arrivals can be resolved in the time domain form of the arrival isF,{f)=k,). The CP output is a simple
after processing. For a more general case wiigf&t—A;)  integration ofRgs over the entire frequency domain. In this
is an arbitrary functioThorneet al, 1995, the CP output case, the power density of the transmit signal is added con-
yields structively since the phase of the scattering transfer function

wherek, is a proportionality constant; is time delay ¢ is
the autocorrelation function ofgy(t), rg, is the cross-
correlation function ofsy(t) and n(t), andt, is defined in
Eqg. (11). In obtaining Eq.(16) from Eg. (15), we have used
the results of Eq(B7) in Appendix B. For white noise that is
of sufficiently low level, the second term on the right hand
side is small compared with the first term and Edf) can be
written approximately as
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Fodf) is zero. However, in reality due to the finite size of wherefy andfy are the center frequency and the width of the
any actual targets, the scattering impulse respépge) will ~ frequency window, respectively, anti(fy) is a normaliza-
never be an ideal delta function, but a function that spread#on factor defined as
out in the time domain and whose amplitude and phase spec- L frostr S
tra are functions of frequency. The CP outp(t,) of such a _ ot fr ot fr
function is expected to be smaller than that due to a delta Alfr)= f_T f 2 FbS(f)dfff Re()df. (29
function having the same “strength(i.e., the integration of
the scattering impulse resporngg(t) over the time it spans It is apparent from Eq(24) that if the scattering impulse

In this section, the influences of a nonideal scatteringesponse is a delta function, its Fourier transfofiyy f)
function on its CP output will be studied. The analysis can=1 and Ry(fy) is independent of the window widthy.
provide guidance in interpreting the results based on the CPlowever, for a scattering impulse response that deviates
outputs. A triangle function is chosen as the scattering imfrom a delta functionR(fy) is no longer independent of
pulse response since it can be easily changed from a delfg. Figure 4 illustrates the dependence Rf(fr) on the
function to a non-ideal impulse response with a finite bandwidth of the frequency windovf;, where the scattering im-
width by simply varying the spread of the triangle function. pulse response is assumed to be au$Otriangle function
Its strength is kept at unity; i.e., the area under the triangle iand the frequency window is centered at 500 kHz. Three
equal to 1 and the peak valuetat O increases as the spread different transmit signals are used) chirp without Gauss-
7 of the scattering impulse response decreasesrFd, the ian tapering(dash-dottef (2) chirp with Gaussian tapering
triangle function approaches a delta function with unit(dashe@t and(3) actually received signals in the calibration
strength. Its Fourier transform can be expressed amode(solid). It can be seen that the deviation increases as
(Bracewell, 198%& the window width increases. For a window width less than
) 5 100 kHz, all three transmit signals have similar deviations
Fbs(f):<5'“(“”/4) 22) less than 0.08 dB, while for a 300-kHz frequency window,

wTld ' there are deviations of about 2.2 dB for the Gaussian tapered

and measured chirps and 0.2 dB for the untapered chirp.

where w=27f is the angular frequency. To evaluate the pgain e see that a Gaussian-tapered chirp gives similar
performance of the PC processing due to the impulse regits as the actual transmit signal.

sponse given by Ed22), a ratio function can be defined as,

Yf(to))
Ya(to) )’

wherey,(to) is the CP output at=t, using a delta function
as the scattering impulse response gnd,) is the CP out-

put at 7=ty using a triangle impulse response. Figure 3 )
shows the dependenceRf upon the spread of the scattering COMPUte the averaged output SNR from a windowed CP out-
Ryt, random noise is added to maintain the SNR at 11 dB

impulse responses. For a scattering impulse response haviRy i
spreads of 4us and 8us, the CP output levels are reduced P€fore applying a PC.

by 1.5 dB and 5 dB, respectively, which indicates that for a __ 1€ output SNR approaches a constant leéaebout 20
scattered signal having the same strength but having a difiB) @ the width of the frequency window increases. From

ferent spread, the output levels of a CP could differ by ad19S- 4 and 5, we can conclude that to improve the SNR, it is
much as several dB. important to average over as wide a frequency band as pos-

As discussed beforey(to) is a weighted average of the sible. However, if a more accurate estimate of the scattering

impulse response of the received backscattering signal ov&FSPONSe at a particular frequency is desired, a narrower win-
the frequency bandwidth. In some applications, we may bdoW PC processing is required. In other words, there is a
only interested in an averaged scattering level over a certaiffad€-off in selecting the most appropriate window width.
frequency band. For example, in Fig. 4 of Stantenal.
(19983, an averaged TS over a frequency band from 400 to
500 kHz is computed to characterize the scattering by a®. Multiple arrivals from a single target
individual gastropod over that frequency band. ) o - )

To analyze a particular band of interest, we integrate Eq. T the scattering function is a superposition of multiple
(21) within a specified frequency window resulting in a par- &Tivals separated in the time domain and given by (E8),
tial PC operation. To evaluate the performance of this partialVe rewrite Eq.(21) as,
PC processing, we define the rafy(fy), which measures

fo—fr o~ fr/2

Figure 4 suggests that the narrower the frequency win-
dow, the better the estimate of the average scattering re-
(23 sponse over that window. However, the narrower frequency
window will degrade the performance of the PC, i.e., it re-
duces the output SNR. Figure 5 shows the influence of the
frequency window on the SNR. The transmit signal is an
actually measured calibration signal shown in Fifg)2To

Rf( 'T) = 20 |Og10(

[’

N
ot i i 1 . _
;h; deviation of the weighted average from its true average y(r)= = le kﬂfﬁ Fgg(f)Rss(f)em(tftj) df, (26)
fot+ fr/2 — —t _A. _ i i
Ry(f) =20 logig f otfr Fod YR FAFA(F) . wheret;=2r;/c=t,—Aj, to andA; are defined in Eqq11)
o—frl2 and(18).
(249 For a special case that=2, we define a ratio function
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FIG. 4. Influence of the width of the frequency window on the target
FIG. 3. Influence of the spread of a triangle scattering impulse response ogtrength averaged over that window. The scattering amplitiggf) in
the CP output. The transmit signal is an untapered chirp swept from 30@qs.(24) and (25) is the Fourier transform of a triangle function with a 10
kHz to 700 kHz over 20Qus shown in Fig. £3). The area of the scattering s spread. Three transmit signals are used in the computations{inéza
impulse response function is kept at unity. pered chirp (dash-dottel] Gaussian tapered chirflashed, and actually
measured chirgreceived signal in the calibration modesed in the experi-
ment (solid).
2R D(FR(H +FE(He*4)df
7 RDdf k the transmit signalR{?) and R{), respectively, the summa-
s 27) tion of all partial waves of interest is given by

Ry(A)=20 log,

where A=8,— 8, is the time separation between the two % " vy, rbs 2 'Rbsm -
arrivals. Figure 6 shows the influence of the separation be- bs ™ V(t I cal Rgra)l ' (29)
tween two arrivals of the same strength on the CP output.

The transmit S|gnal is an untapered ch|rp shown in F(g) 2 whereRbS ) 1S the Fourier transform of the cross correlatlon

two ideal delta functions having the same strength, i.e.nal and can be chosen to include the partial waves of interest.

FO=F@=1. RY) is the Fourier transform of the autocorrelation of the

From Fig. 6, we find thaR;(0) is 6 dB when the two calibration signal. For a linear system, the ra#igyV{. can
arrivals coincide in time and tends to 0 dB as the separatioRe considered approximately as a constant over a usable fre-
tends to infinity. Note that for a separation between two arduency band.
rivals greater than B=2.5 us, the fluctuation oR(A) is In many cases, the highest SNR is more desirable than
less than 2 dB. Figure 6 suggests that when the separatidie precise partial wave target strength at a particular fre-
between two arrivals is less than the time domain resolutiofiuency. To obtain the highest SNR of a partial wave, we can
of the CP, the echoes are not resolvable. In other words, #s€ the peak value of the partial watarival) obtainable
large output of the PC processing could result from a strondfom the CP output. As discussed in Sec. II C, this peak
scattering from a single arrival or a constructive addition ofvalue corresponds to a weighted average of a single partial
multiple arrivals whose separations in time are smaller thatvave[Eq. (21)] in the frequency domain. The averaged scat-
1/B. This implication is very important in interpreting the tering amplitude of such a partial wavgth arriva) can be

scattering data when PC processing is involved. obtained directly from the CP output,
(o) =(IFI%),
D. Partial wave target strength (PWTS) V(t)| rbs Rg;” P
In Eq. (13), Fysis expressed as the total scattered wave < V(t) fea RE) >

from the target, without distinguishing between the various
partial waves that make up that signal. To help understand V<al rbs ygsgj (t)) 2
the scattering mechanism of interest, in the case when the VO Vo
echoegarrivalg can be resolved in the time domain, a par- bs " cal yca‘m

tial wave target StrengtKPWTS can be introduced to in- Where< >Stands for averag|ng over frequenygI (t) is
clude only partial scattering waves from a subset of the scathe cross correlation of thgh received scatterlng arrlval at
terer: r=t; time lag, andy(cglmax is the maximum peak value of the

N autocorrelation of the calibration signal. In Eq29 and
2 FE,’S) ) (28) (30), index|j represents the partial wave scattering contribu-
! tion from thejth arrival in the time domain. Note that by
whereN; is the number of partial waves of interest corre- assumingv{)/V{ is a constant over the frequency band of
sponding to the number of arrivals of the CP out;ﬁﬁQ is interest, the average partial wave scattering cross section
the partial wave scattering amplitude or Fourier transform obver the frequency band can be achieved by a simple ratio of
a single (th) arrival. By replacingv{ andV{}) in Eq.(14)  CP outputs. The averaged PWTS from fitke arrival can
with the Fourier transforms of their cross correlations withthen be defined as

: (30

TS,w=20logo
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FIG. 5. Influence of the width of the frequency window on the output SNRFIG. 6. Influence of the separation of two arrivals on the average target
of PC processing. The transmit signal is the measured signal shown in Figtrength computed from E@27). The transmit signal is an untapered chirp
2(e), while random noise is added to the original signal. The ratio of thesignal swept from 300 kHz to 700 kHz over 20& shown in Fig. ).

signal amplitude(peak-to-peakto the standard deviation of the noise is 5
and the resultant SNR is about 11 dB. 100 realizations are used in th

. Fhe bandwidth of the transmitted chirp signal was 400 kHz
computation.

and the pulse length was 2Q. Because of a much shorter
N ()2 pulse length used in the NUWC experiment, the PC process-
(TSpw =10 logiof | Fis|%)- (3D ing gain is expected to be lower than that when using a chirp

From the discussion associated with Fig. 3, a possible errgtdnal. _ o _ _
of up to several dB in estimating the “true” average target ~ FOr all experiments, the calibrations were done in a bi-
strength can be introduced if the spread of the “true” scat-Static mode with two transducers facing each other. In the
tering impulse response is as large as a few micro secongscattering measurements, the configuration was still bistatic
However, for a scattering impulse response with a shorteput the same transducers were mounted closely next to each

length, the error is insignificant and may be neglected. ~ Other to approximate a true backscattering geometry.
In the following analysis, zooplankton from three ana-

tomical groups are studied in the experiment, namely,
shrimp-like animals (euphausiids and decapod shrimp
In this section, experimental scattering data from livewhose average length and diameter are about 30 mm and 4
individual zooplankton will be analyzed using three differentmm, respectively; gas-bearing animalsiphonophores
approaches: temporal, spectral, and statistical analyses. whose diameter of the gas inclusion and body length are
The data were collected during two ship cruises, Sepabout 1 mm and 30 mm, respectively; and elastic shelled
tember 27—October 5, 1993 and September 21-Septembanimals(gastropodswhose length and diameter are 2 mm
30, 1994 on or near Georges Bafriear Cape Cod, Massa- and 1 mm, respectively. The shapes of these animals can be
chusetty and two series of laboratory tank experiments confound in Stantoret al. (1994h. These three animal groups
ducted at Woods Hole Oceanographic Institutf¢HOI) in ~ correspondingly represent three different boundary condi-
1990 and at Naval Underwater Warfare CertdJWC) in tions: fluid/fluid boundaries, a bubble embedded in a fluid-
Newport, RI, from the end of 1991 to the beginning of 1992.like body, and an elastic shell in a fluid medium. Since the
During the two cruises, a 1.5-m-high by 2.4-m-diametertransmit pulse length is only 20@s, the Doppler shift due to
cylindrical tank was mounted on the deck of the ship. Aanimal movement can be ignored.
transducer array was mounted on the bottom of the tank Before analyzing the CP output data in terms of the
looking upward. The array comprised nine closely spacedcattering physics of the targets, we need to examine the
transducer pairs for 1993 and 13 pairs for 1994, with fre-various sources of contamination in the experiment that
guencies ranging from 50 kHz to 2 MHz including four could lead to errors or “false targets” in the output. The CP
broadband transducer pairs whose center frequencies are 260tput that will be used in the following analysis includes
kHz, 500 kHz, 1 MHz, and 2.25 MHz, respectively. Linear two major arrivals: primary and secondary arrivals. For
chirps were applied to all of the broadband transducers. Livshrimplike animals such as euphausiids near broadside inci-
animals were carefully tethered and put into the acoustidence, the primary arrival&cattering from the front inter-
beam at a fixed rangé0 cm above the transducgiis the  face and secondary arrivalscattering from back interfage
tank. One or more transducer pairs were used for obtainingre often of comparable level and the contamination is insig-
the backscattering data from each animal. Detailed descrimificant. However, there is always a largest arrival in com-
tions of the experimental setup and procedures can be fourghny with several smaller arrivals in the CP output for the
in Stantonet al. (1998a. siphonophores or gastropods. If we define the largest and
For the laboratory experiments, at NUWC, a one-cyclesecond largest peaks as the primary and the secondary arriv-
500 kHz pulse was applied to the transducer, while a chirgls, respectively, it is found that the secondary arrivals are
signal centered at 500 kHz was used for the WHOI experimuch weaker than the primary arrivals.
ment[detailed descriptions of the experiments can be found In general, the primary arrivals are reliable and easily
in Chu et al. (1992 and Stantoret al. (1994a,b, 19984 identified while the secondary arrivals, except for euphaus-

IIl. DATA ANALYSIS AND DISCUSSIONS
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iids, are much weaker and exhibit larger variability in both have a regular spacinghu et al, 1992. Under other con-
arrival time and peak value. Therefore, they are more likelyditions when changes in shape and/or orientation give rise to
to be contaminated by echoes from the tether and microstruenultiple arrivals from different parts of the animal body, the
ture, as well as system noise and artifacts of the PC procespattern may be irregulaiStantonet al, 1998a. This vari-
ing itself (sidelobes In addition to these possible sources of ability in pattern has greatly limited our ability to accurately
contamination, superglue was used to affix the tether to thaaterpret broadband scattering data with a standard spectral
gastropod which added another potential source of ¢ster  analysis.
perglue was required when the animal was too sriah2 PC processing is an alternative way to approach this
mm long to be tied to the tethérAppendix D presents the problem as it helpgtemporally resolve the various sources
results of the numerical simulations used to evaluate the elf scattering. Figure @ shows a single ping backscattering
ror caused by the tether, microstructure, superglue, and thrggnal from a 2-cm-long euphausiid, while FigdBis its TS
artifacts of the PC processing. It is found that even when aersus frequency plot. Partly due to the bandwidth limitation,
moderate noise component is added to the actual receivat pattern can be clearly seen. In contrast, the CP output for
signal, the major source of error is due to the artifacts of thehe same ping is plotted in Fig(® showing two distinct
PC processing. The artifacts can be greatly reduced if warrivals with comparable strength. The time difference be-
only choose the pings in such a way that when the amplitudéwveen the two arrivals corresponds to the round trip time
of the secondary arrival is greater than 10% of that of theequired for the acoustic wave, after penetrating the animal
primary arrival and when the secondary arrival occurs abody, traveling from the front interface to the back interface
points other than where the largest processing sidelobe oend returning. This result supports our previously proposed
curs. In general, by using a PC technique, some low SNRimple two-ray model that describes tlieear broadside
backscattering data that were otherwise considered as unrBackscattering from a weakly scattering elongated object
liable in a spectral analysis can provide much useful inforsuch as a euphausii@tantonet al,, 1993a, 1998} i.e., the
mation. first arrival corresponds to the echo from the front interface
while the second corresponds to the echo from the back in-
terface. Note that the time difference between the two arriv-
1. Shrimplike animals (euphausiid and decapod als in Fig. 8a) is much larger than the separation of the two
shrimp) arrivals shown in Fig. &) (the former is about 6&s and the

In a series of our previous studies, it was found that datter is about 6.5us while the average cylindrical diameter
shrimplike animal can be viewed as a weak scatterer and bf the animal is about 4 mmThe null in the time series in
modeled acoustically as the superposition of various rays: Fig. 8@ stems from a natural interference between two com-

parable chirp arrivals.

A. Temporal characteristics—Resolving partial waves

Fos~Frt+ 2 bje'?s, (32
] 2. Gas-bearing animals (Siphonophore)
where F is the total backscattering amplitudl; is the A siphonophore has a gas inclusion embedded in an
amplitude of thgth arrival ande; is the corresponding dis- elongated weakly scattering body. The acoustic scattering
tance between the “acoustic center of mass” and the refermodel for a siphonophore can be written approximately as
ence plandgzero phase planeThe first termF ¢, corresponds
to the scattering from the front interface of the animal, while Fos~Foast Frissue: (33
the second term represents the total contributions from th@here F,s and Frssue represent scattering from the gas
other parts of the bod¢Stantoret al,, 1993a, 1993b, 1998a inclusion and body tissue, respectively. The second term on
In the case of broadside or near broadside incidence, thie right-hand side of Eq33) is the superposition of all rays
second term quite often involves only one ray that penetratescattered from the body tissue. A schematic scattering dia-
the front interface into the body, bounces back from the baclgram for a siphonophore is illustrated in FigbY. A typical
interface, passes through the front interface again and finall§ime series, its spectrum, and the corresponding CP output
back to the receiver as shown in Fig@al The latter is are shown in Fig. &), (e), and(h), respectively. The largest
shown to be reasonably approximated by*RéStanton peak of the CP output from this animal is due to the back-
et al, 1993a, 1993h whereR is the plane wave reflection scattering from the gas inclusion. The second largest peak
coefficient from a plane interfack,is the wave number, and which arrives before the main pedkre-arriva) is inter-
s is the round trip distance between the front and the backreted as the scattering from the body tissue. This interpre-
interfaced 2AB in Fig. 7(a)]. Since the acoustic properties of tation was based on the observation using a video camera
the animal such as density and sound speed of the animal atfeat the main tissue portion of the animal was closer to the
very close to those of the surrounding fllidaten, the two  transducer than the bubble inclusion for these data. A time
rays have comparable strength. The phase difference of thdifference of 16.5us obtainable from Fig. @) corresponds
two rays that arrive at the receiver is a function of frequencyto a spatial distance of about 12.4 mm. This distance can be
In a plot of backscattering amplitude versus frequency, itinterpreted as the distance between the gas bubble and the
produces an oscillatory pattern due to constructiveen the  “local acoustic center of mass” of the bodig in Fig. 7b)].
two rays are in phagend destructivéwhen the two rays are This “local acoustic center of mass” could be a large glint
out of phasginterferences. The nulls produced by destruc-or the superposition of several glints arriving at approxi-
tive interactions could be as deep as 30 dB and sometimenately the same time. The spatial distance of 12.4 mm is a
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Front Interface Lamb wave that circumnavigates the elastic shell and sheds
back to the receiver as shown in Figcy

As a result, the acoustic backscattering model for this
hard shell object can be expressed as

@

Fbs~ FrtFramb (34)
Back Interface

whereFr, andF ., represent scattering from the front in-
terface of the animal and from the subsonic Lamb wave,
respectively. Note that besides the two major peaks, there are

Gas Inclusion

Soas

- & some smaller arrivals in Fig.(8. These peaks are possibly

due to scattering by a combination of other features of the

— . . . .
Pine / ! animal and microstructure as well as from sidelobe artifacts
Fussor . ! s of the PC processing discussed in Appendix D.
\ d B. Spectral characteristics—Improving the SNR

As discussed above, if there is more than one arrival
from the target, the signdl,(t) can be decomposed into a
sum of a number of arrivals described in Eq9). If, by
using PC processing, the echoes from different parts of an
animal as well as from other scatterers such as microstruc-
ture can be resolved in the time domain, the time series can
be gated in such a way that only the arrivals of interest are
included. Such a gating rejects the resolvable unwanted ar-
rivals which include echoes from microstructure and partial
FIG. 7. Schematic diagram of scattering mechanisms for animals from threevaves that may not be of interest. If we treat the unwanted
different zooplankton groupsa) Euphausiidib) siphonophore; ant) gas-  arrivals together with the background white noise as the total
tropod. effective noise, the resultant SNR could be improved from

Ew/(Nyhitet Euw) 10 Ew/Nyhiew WhereE,, andE,,, are ener-
reasonable number for the curled animal whose body lengtgies of wanted and unwanted arrivals, respectively, and
is 26 mm when fully extended. Nuhite i the power density of the white noise.

The time series for three different zooplankton groups
and their corresponding spectra are shown in Fig. 9, where
the truncated time series and their corresponding spectra are

A gastropod is a marine snail and has a hard elastiplotted with thicker solid lines. For each animal, only two
shell. For such a hard-shelled object, the incident waverrivals or partial waves are chosen, iM;=2 in Eq.(28).
hardly penetrates the shell or is greatly attenuated. Howevem,he spectra of the truncated time series can be considered as
other types of acoustic waves can be generated with a shePWTS defined in Eq(28). These spectréhicker lines are
A typical time series, its spectrum and its CP output areoptimized outputs in that only the two major arrivals that
plotted in Fig. &c), (f), and (i), respectively. The primary dominate the scattering are included and most of the un-
arrival in the CP output pldthe largest peakcorresponds to  wanted echoes stemming mainly from microstructure rever-
the specular component of the backscattering from the frorbberation as well as some in-band noise are windowed out. As
interface much like the cases for the euphausiid and siphona result of the truncation, the hashy structure of the original
phore. There is also a secondary arrival, the event followingpectrathinner linesg has been removed, which indicates an
the primary arrival(circled peal, corresponding to another improved SNR of the desired signal. The resultant spectra
kind of acoustic wave. For a time difference of 45 (round clearly illustrate the interferences between two rays, espe-
trip) measured in Fig. @, assuming a sound speed of 1500 cially for the siphonophore whose original spectrum was too
m/s, the corresponding spatial distance is 11.3 mm. This sparoisy to see the regular interference pattern due to the two
tial distance is much larger than the outer physical dimenfays.
sions(the animal is about 2 mm long and 1 mm in diameter  In Fig. 9, since only one rectangular time window is
with a shell thickness about mm) of the gastropod from used for each time series, we refer to this process as a “trun-
which the data were collected. cation.” However, in general, it is more appropriate to use

One reasonable explanation is that the hard elastic shethe terminology “windowing” or “gating” to describe the
is capable of supporting surface elastic waves that travel at process since multiple time windows can be used to include
speed lower than that of the sound speed in the surroundirgny number of wanted arrivals as long as the arrivals can be
fluid (Stantonret al,, 1998h. This subsonic wave is known as resolved. The number of time windows used in the process
the zeroth order antisymmetric Lamb way£hang et al,, and the type of windowing depends on the purpose of the
1992. For a subsonic surface wave, the “landing/ analysis.
launching” angled, is 7/2; i.e., the acoustic wave that im- Since spectral analysis automatically eliminates the out-
pinges on the shell tangentially will generate a subsoniof-band noise in the frequency domain while windowing of

(¢)

3. Elastic shelled animals (Gastropod)
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FIG. 8. Single ping analysis from three different zooplankton gro(@s(d), and(g) for euphausiid{b), (¢) and(h) for siphonophore, antt), (f) and(i) for

gastropod. First row is the time series, second row is the target strength versus frequency, and the third row is the envelope of the CP output where the circled
peaks are the secondary arrivals. The transmit signal is a chirp signal shown irigFrigN&e that the separation between the two major peaks)i6.0 us)

is much smaller than that observed in the corresponding time seri@s (65 us).

the CP output can filter out some unwanted in-band signals For a euphausiid, the histogram of the time difference
in the time domain, the resultant PWTS in this process idetween the first and second arrivals is narrowly distributed
expected to have a better output SNR as shown in Fig. 9. [Fig. 10@)]. In contrast, the histograms for a 26-mm-long
siphonophorgFig. 10c)] and a 2-mm-long gastropddFig.
C. Statistical characteristics 18(e)] are more spread out and peaked at values greater than
. . : : . . HS.

Since the scattering by live animals is a stochastic pro-  |n terms of the amplitude histogram, the euphausiid has
cess, a stat|st|c_al analys_ls of th_e time series of the CP outpyhe narrowest distributiorinote that the scale for the eu-
is required. This analysis provides at least two types of inphausiid is different from those for the siphonophore and
jor arrivals and their amplitude ratifrables | and Il. To  gistribution. Table | summarizes the statistics of the time

eliminate data with unacceptably high contamination due tqjifferences and amplitude ratios for the three different ani-
noise and inherent sidelobe artifacts of the PC processingnals shown in Fig. 10.

we reject the pings whose SNR is below a certain level and
whose amplitude ratio of the primary arrivéthe largest
peak to the secondary arrivakthe second largest peals
larger than a preset threshold. This threshold is chosen to be Certain dimensions of the animals can be estimated by
the ratio of the main lobe to the largest sidelobe when the P@xamining the temporal separation between CP arrivals and
processing is performed on the received chirp signal in theelating those times to the dimensions using a scattering
calibration mode with no target present. As shown in Fig.model. The accuracy of the estimates are limited, in part, by
2(f), this ratio is about 10 in a noise-free situation and isthe temporal resolution of the signal. For example, for a
purely due to the(processing sidelobeartifacts of the PC  chirp signal with a bandwidth of 250 kHa composite band-
operation(Appendix D. width due to the transmitter/receiver combinajiaihe dura-

tion of the received signal can be compressed to abqu,4
which corresponds to a spatial resolution of 3 mm in water

The histograms of the time difference and the amplitudefor backscattering.

ratio of primary-to-secondary arrivals for animals from three ~ The histogram of the time difference and the amplitude
different zooplankton groups are shown in Fig. 10. ratio of primary-to-secondary arrivals from 200 pings for a

2. Sizing animals

1. Animal characterization
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80 TABLE I. Summary of statistics for three different animal groufts: time

11 {3) (b}
5 s 20 difference between two arrivals in CP outp(rhinimum time for eu-
g — 10 EUPHAUSIID phausiid, o : standard deviation ok, , p,: amplitude ratio of two arrivals,
2 a ando, : standard deviation o, .
8 05 2.
(24
g ? Emo Euphausiid Gastropod Siphonophore
o 60
[C)]
i o; ? % Ay (us) 4.74 17.37 (-)14.21
3 ™ o (us) 0.72 3.77 6.80
W o £ SIPHONOPHORE o 1.03 5.65 6.67
o os Z % a ' ' ’
= i T4 0.47 1.29 1.98
Q 4
[&] = 90
7]
[a] -60
w1 =
N 1]
= [©] . . .
‘;‘ o8 & 70 GASTROPOD SNR is proportional to the product of the bandwidth and the
0 . . . .
€ .. - pulse length as discussed in Secahd possible noise con-
<, tamination in the sizing result is expected. The final overall
N O e s 6w results still agree reasonably well with the measured data,
TIME DELAY (us) FREQUENCY (kHz) : . 0
with relative errors less than 28%.
FIG. 9. Partial wave target streng®WTS for animals from three different The histograms of the time difference and the amplitude

zooplankton groups(a) and (b) for euphausiid;(c) and (d) for siphono-  ratio from 200 pings for a siphonophore are shown in Fig.
phore; ande) and (f) for gastropod. The plots on the left column are nor- : :

malized CP output$no demodulation The thin lines are the original CP 10(c) and (d) (S“econd rOW ,l,n plotting the histograms, we
outputs while the thick lines are the filtered CP outputs using an optimurr{1ave Useq the pre'ar“V?l'S as the chosen sgcondary echoes
rectangular time window. The plots on the right column are(fi$ lines representing the scattering from the body tissue since the
and PWTS(thick lines. The TS is computed using EGC2) while the  video camera recording reveals that the main portion of the

PWTS is calculated using E(28) and involves the filtered CP outputs. The - :
transmit signal for all three animals is a chirp signal shown in Hg\. Zhe body tissue of the animal was closer to the transducer than

partial wave analysis involves a window that includes the two main echoe@he gas inclusion. The time diﬁeren_ce at the peak of t_he
and filters out echoes or noise outside the window. histogram corresponds to a separation of 10.7 mm which

should be compared with the 26-mm body length of the ani-
mal. The animal was partially curled during the experiment
and the 10.7-mm value is consistent with scattering off an
intermediate part of the body. Further studies show that the
gme differences between the main peak and “post-arrival”

animal is oriented at broadside incidence, we use this valug c MOr€ randomly distributed and the amplitudes of the lat-

to estimate the average cylindrical diameter of this Weakl)z[ﬁrtare Ifwer tr|1an th?skelof theltpre-?rrlvals VghICT sdggtg%sts
scattering animal to be 3.6 mifwhich is the same as the at post-arrivais are fikely resutting from randomiy cistrio-

measured diameter of 3.6 mmrThis agreement of the in- uted micro-structure.

ferred animal size with that actually measured indicates that. Figure 1Qe) and (f) _shows the histograms of the t|me_
it is possible to size animals by using a PC technique. In th ifference and the amplitude ratio for a gastropod. As previ-

amplitude ratio histogram, the maximum value is around Llously discussed, the secondary arrival is always a post-

which is a reasonable value for a weakly scattering target. ar rival since ,'[t cc:rr]res?ontc_is tﬁ ﬁ sugstﬁmc Lhan;b gvavket tht";t
Table 1l lists the comparisons between the measured gig'reumnavigates the elastic shetl and then sheds back 1o the
i!rréecelver and always arrives later than the primary arrival.

25-mm-long euphausiidmeganyctiphangsare shown in
Fig. 10/@ and(b) (first row). The minimum value of the time
difference in the histogram is 4.74s. Assuming that the
minimum time difference corresponds to the case when th

ameters of euphausiids and decapod shrimp and those coip- : . i S
puted from the time difference corresponding to the pea urther work is required towgrd undergtandmg the var|ab|I|t¥
value of the histogram of the CP outputs similar to Figgl0 of the speed of the subsonic wave with respect to acoustic
and(b). Due to a combination of system noise and the limi- _ _ _ _
tation of the temporal resolution, the pe@kode histogram ~ TABLE '{- (j??’?par'sg; of ";‘”'Taﬁ'z‘? lf’ethe” r,”ealsu_red and That '”f‘f"eo'
values were used for Table Il rather than the minimum val-{ computed”) from CP output. The inferred animal sizes are the values

. ; corresponding to the peaksode valuegsof the histograms based on mea-
ues. The data were collected during the two CruIS€S OWyred time differences between primary and secondary arrivals from CP
Georges Bank and the two laboratory tank experiments agutputs.
described at the beginning of this section. From Table I, we

see that except for sample #4 the size of all animals are

Measured. Measured D) Inferred(D)

overestimated. This is due, in part, to the fact that the peaﬁample * Species (mm) (mi) (i)
(mode histogram values were used instead of minimum val- 1 Euphausiid 30.0 3.6 4.7
ues. Another contribution to an overestimation is from the 2 Euphausiid 30.3 3.7 4.8
fact that the least time difference corresponds to the case in i De'i:ggguss'k:ﬁ o gg'g ig g'g
which the incidence is truly broadsifié=0 in Fig. 7a)]. For 5 Decapod Shrib 178 30 38
all angles of incidence away from broadside, the dimension ¢ Decapod Shrinfp  26.1 4.4 4.4

of the cross section in the incident plane is increased by &

- : : : 81994 cruise datéshipboarg.
factor of 1/cosd resulting in an increased travel time. %1093 cruise datéshipboard.

For the NUWC datdsample #4, since only a O_ne'CyCIe ‘October 1992—February 1993 NUWC laboratory data land.
pulse(2 us) was used, the output SNR was loweimce the 91990 WHOI laboratory datéon land.
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“ (no gas of a siphonophore. If we choose one of these six

(a) )

a0 * rays to be the primary arrivdit is considered as the second-

20 fz I“ EUPHAUSID ary arrival in the case where the gas inclusion is not re-

. . moved, the exclusion of the other five rays would make the
For—— " @3" w2 2'5@3 averaged PWTS about 7.8 dB (10 g8) lower than the
5 %0 case when all rays are includgéig. 5 in Stantonet al.
§2° Gl SIPHONOPHORE (1998a]. This predicted 7.8-dB difference based on the six-
ﬁ"’ * IIlIll ray model with equal strength cannot explain a 6.7-dB reduc-
“h Tl m w5 w ® tion in the averaged PWTS as shown in Fig(d)1 The

» A o six-ray model used in Stantat al. (1998h was satisfactory

20 20 GASTROPOD to describe the scattering from the body tissue of the animal

w0 1 since it agreed with the measured e¢Rayleigh-like PDF

reasonably well.

Further simulations show that the degree of agreement
FIG. 10. Statistics of the CP outputs for animals from three different zoo-D€tween data and the model is not inherently very sensitive
plankton groups(a) and(b) for euphausiid(c) and(d) for siphonophore(e) to the number of rays involved in the statistical model as
and (f) for gastropod. The plots in the left column are histograms of timekmg as the number of rays exceeds five. However. since Fig
difference between the primary and secondary arrivals while the plots on thil - d f he d . ) | h ’d.ff ’
right are histograms of the peak amplitude ratios of the primary to the Is generated from the dominant ray only, the difrerence
secondary arrivals. The transmit signal for all three animals is a chirp signabetween the averaged TS and the averaged PWTS of the
shown in Fig. 2e). dominant arrival(scattering from the “local acoustic center

of mass’) is very sensitive to the number of rays that make
frequency, shell thickness, size, orientation, and materialip the total echo. A 6.7-dB difference mentioned above im-
properties before we can assess our ability to estimate sizgies an 80% energy loss, which in turn suggests that a

% 10 20 ) ° 5 0 15 20
TIME DIFFERENCE (us) AMPLITIDE RATIO

from the time difference information. model with five rays of equal strength is more plausible in
describing the scattering from the body tissue of this particu-
D. Relation between averaged TS and PWTS lar gas-bearing siphonophore under these experimental con-

k_ditions. The echo amplitude PDF from five rays with equal

Another interesting result is the comparison of the bac ‘ th is also Ravieiah-li y h h si
scattering by the siphonophore with and without its gas inStTeNgin IS aiso Rayleign- ikebut less so than with six rays

- ; ; The inclusion of only one out of five rays results in a
clusion. About 5-dB difference in average target strength o S
was observed in Stantcet al. (19984. The statistics of CP 10 logy(5)=7.0-dB reduction in PWTS, which is a reason-

outputs for the siphonophore with and without gas is showr@b;e d\éal_llj_(ra].asd.c;fompareq with tEe a(;tually meas(LjJerhvalue of
in Fig. 11, where the left three plotgrst column are for the : - This difference in number of rays to model the scat-

siphonophoare with gas as indicated in the figure while thetering by the tissue does not affect the results in Stanton

other three are for the siphonophore without gas. Since thgt aI.S(1998l:) given the granularity of the measured echo
backscattering for the siphonophore without gas is weaker, t ) . . :
improve the SNR and obtain a more reliable estimate, we From Fig. 1@c) an_d (d), it can be seen that _th_e histo-
have used Eq(31) to compute the PWTS of the largest ar- grams of the scz_itterlng amplitude are not Rlc!an PDFs
rival averaged over a frequency band. The largest arrivals fo[rWhICh vyeIISdescr|be(j| tg;gtgtal ?ﬁhogs ba ta partlﬁule(ljr fre-
the two sets of data analyzed: one corresponds to the echofyency in Stantoret al. (. b]. This is ecause the data
from the gas when the wholavith gag siphonophore is used to generate the histograms are obtained from the CP

involved, and the other corresponds to the tissue when th@UtPuts (peak valug which S the mtegratlo_n over a fre-
gas-less animal is involved. Comparison of Fig. 11 and Fig_qugncy band, whergas a Rician PDF describes the echo sta-
5 in Stantonet al. (19983 shows that the average values of ustics for CW-like signals.
TS for the siphonophore with .and without its gas mcIusmngj. SUMMARY
are about 1.7 dB and 6.7 dB higher than the averaged PWT
of the largest arrivals in the corresponding cases shown in  Pulse compression processing is a powerful tool for ap-
Fig. 11(c) and (d). These differences can be explained asplications of acoustic scattering by live individual zooplank-
follows: for the siphonophore with its gas inclusion, sinceton as it improves the output SNR and temporal resolution of
only the primary arrival(scattering from gas inclusigris  the echoes. Characteristics of the CP outputs of broadband
used to compute the averaged PWTS, the contribution frorscattering signals are studied in terms of the features of the
the body tissue is excluded. From Stanétral. (19981, itis  scattered signals from acoustic targets. Broadband acoustic
found that the body tissue contributes about 1/3 of the totabackscattering data from various experiments involving three
scattered energy. Thus excluding the body tissue scatterirgnimal groups are analyzed using the PC technique. The in-
will result in a 1.8-dB drop[10 log;o(2/3)] in estimated depth studies of temporal, spectral, and statistical character-
PWTS, which is close to the measured value of 1.7 dB. istics of the CP outputs are presented in this paper. The fol-
For the case without the gas inclusion, Stant@iral.  lowing conclusions are made based on these studies:
(1998h used six rays with equal scattering strength but with (1) The results presented in this paper support our pre-
randomly and uniformly distributed phases to simulate theviously proposed ray models for the three different zoo-
statistical nature of the backscattering from the body tissuplankton groups based on the dominant scattering mecha-
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WITH GAS WITHOUT GAS cations in that this technique can easily be extended to other
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@ © areas such as fisheries acoustics.
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AVERAGED PWTS (dB) express a cosine by two exponential functions
FIG. 11. Statistics of CP outputs from a siphonophore with and without gas @lZ4 iz
inclusion. The averaged scattering amplitjiiig. (30)] and its correspond- cOoSZ= —. (A1)
ing PWTS[Eq. (31)] are computed using the peak value of the primary 2

arrival. The transmit signal is a chirp signal shown in Fige)2 . ) .
The autocorrelation function af(t) is

1 L
nisms which depend on the different boundary conditions: R(7)== f u* (t—nu(t)w(t)dt,
o ; _ ) T) .
(a) Shrimplike animals: one ray from the front interface and
the others from other parts of the body. For near broadside
incidence, a two-ray model adequately describes the domi-
nant scattering features much of the time, where one ray is
from the front interface and the other is from the back inter-
face;(b) gas-bearing animals: one ray from the gas inclusion =Ry(7) +Ra(7) + Ra(7) + Ry(7), (A2)

and the others from body tissue, the latter can sometimes %herew(t) is a window function that depends on the pulse

approximately represented by an equivalent ray scatterefl, «h 1 and the time delay variable The above terms are
from the “local acoustic center of mass” of the body tissue;deﬁned as follows:

and(c) elastic shelled animals: one ray from the front inter-
face and the other from the circumferential subsonic Lamb  ¢y=wot+ at?, ¢, = wo(t—7)+a(t—1)2,
wave.
(2) Using an optimum window function based on the  Ao=B(t=T/2)?, A.=p(t—7-T/2)%

CP output, a partial wave contribution can be obtained tg nd

only include the dominant scattering features of interest ang
to eliminate certain unwanted signals. The TS based on such 1 (o

Ri(7)= 4= f

:% foc (e'Po~ Ao+ g7 1d0Ao)

X (el Art eI Anw(t)dt,

(A3)

a windowed partial wavg) can be characterized by the g'(fo™ P~ Ao~ Ay (t) dt,

PWTS. As a result, the temporally gated CP output has been

shown to dramatically improve the SNR of the correspond- 1 (=

ing frequency spectrum. A prerequisite condition for the RZ(T):EJ el(Po™ ¢~ Ao~ Any(t)dit,

windowing is that the echoes observed in the CP output must _°° (A4)

be resolved. 1 (=
(3) The statistical studies on CP outputs demonstrate the Ry(7)= _f e (¢t o)~ Ao~ Any(t)dt,

ability of using the PC technique to size an individual animal A7) =

and to differentiate zooplankton from different groups. The

distinct characteristics of zooplankton from different groups Ry(7)= iJ'w e (%0~ @)~ Ao~ Any(t)dt.

(Table ) suggest the possible applications of the PC tech- AT) o

nigue to zooplankton classification. , " " _
(4) The comparative study of the averaged PWTS ver-SiNCeRs(7) =R (7) andR,(7)=R; (7), Eq.(A2) is then

sus the average TS of gas—pearing aninialphonophc_)r_)a R(7)=2 RgRy(7)+Ry(7)}. (A5)

allows a more quantitative estimate of the energy partition of

the partial waves scattered from a single target and helps For simplicity, we use a rectangular window function

improve our understanding of the scattering mechanism. w(t) of width T. Substituting Eq.(A3) into Eqg. (A4) and
The results presented in this paper have broader appliearranging the exponential of the integrand, we have

—co0
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1 (> . [2iB ([T—3
Rj(T)Z a7 7wel(Ajt2+Bjt+Dj)w(t)dt, Uz= ?'8 (TT —j % 7.),
(A13)
1 (T-7 ., 5 \/ﬁ T+7 |«
_ i(Ait2+Bjt+Dj) N e i
a7 |, e' At TEIITRdt, (AB) Hi - ( > |2,8 7-).
wherej=1,2 and It can be shown thal s~ J2e' ™4, thus we can obtain
an approximate expression f&( 7)
Ai=2(a+iB), A=2ip,
: R(7)~ = [ e (B a6 (g (g + aT) 7]
B,=2wy—2a7—2iB(T+ 1), 4T B 0 '
(A14)
B,=2ar—2iB(T+7), (A7)

It can be seen thaR(7) is a Gaussian modulated sine

2 wave with a carrier angular frequenay+ T, which is the

T
Di=am®—wyr+if 7+ ?+Tr|, same as that for an ideal chirp case given by Epbut with
a Gaussian envelope,
T2
D2:—a7'2+w07'+lﬂ 7+72+TT . R(T)en\,:% /2777 e—[(B2+a2)/2B]72' (A15)

Equation(A6) can be rearranged into the form of a Fresnelwhich is the same as that given by Codle67.

integral with a complex argument, This result shows that the envelope of the CP output of
a Gaussian envelope chirp is also Gaussian when the leading
and trailing edges of the chirp signal are smoothly varying.

F(z)= fzzei(”/z)""z dw,
z Equation(A14) can also be obtained by applying the method

1

=C(2) +18(z,) = C(z1) —iS(z1), (A8)

whereC(z) and S(z) are sine and cosine Fresnel integrals
(Abramowitz and Stegun, 1965Equation(A5) becomes

2
1 T 2
_ = _" Li(4A;D, —BY)/4A; ]

R(7) 2Tj21 Re{\/ZAje iPi~BMAC(Hy))

_C(HLj)"’is(HHj)_iS(HLj)]}, (A9)

where

Ho=| T— 7t | (20
Uit T T 2A, T (AL0
o B, [2A
UToA N oo

Since|R;(7)|=Vw/2|Aj|, for a>B, Ry(7)>Ry(7), Eq.(A9)
can be expressed approximately as

1 T 2
—~ </ i(4A;D5—B5)/4A,
R(7) o7 Re{ 2A, e 2 Fsels

1 e _ 2 2 2 . s
:ﬁ Ee [(B“+a®)2B] T Re{el(w+aT)T “TMFSC}!
(A11)
where
Fsc=C(Hy2) —C(H2) +iS(Hyp) —iS(H )  (Al2)
and
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of steepest descent to E@\6).

APPENDIX B

For real functiond (t) andg(t), the correlation function
rig(7) is defined as

rig(m)=f(t)@g(t),

= Jm f(t—r)g(t)dt.

(B1)

By denotingF(f) andG(f) as the Fourier transforms 6(t)
andg(t), it is well known that

f(*xg(t)=F(H)G(f),
f(heg(t)=F(-H)G(f),

where the operation symbols<" and * ®" stand for con-
volution and correlation, respectively. The symbeb” rep-
resents equivalency between the different doméinge and
frequency. Sincef(t) is a real function, we have

F(—f)=F*(f), (B3)

whereF* is the complex conjugate ¢f. Using Eqs.(B1)-
(B3), we can obtain the following relation:

f()* (@) @h(t))=F ()G (f)H(f)

(B2)

=(F*()G(f))*H(f)
=(f(Heg(t)@h(t). (B4)
Thus
f(H*(g(@h(t))={F(t)@g(t))@h(t). (B5)
Similarly, we can derive
(fH*g()@h(t)=f(Hh®(g(t)®h(1)), (B6)
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f(t)®(-g(t)*h(t-)):(h(t)@f(t)mg(t).' . (E.m Y(H)= k—S Fod PR fe 1@+ Kk Ry (f), (C1
The following relations can also be obtained in a straightfor- r
ward way:
(f(h®g(t)eh(t)=(h(t)og(t)®f(t), (B8)  where Fu{f), Rs(f)=S5(f)Se(f), and Rgy(f)
— =S5 (f)N(f) are the Fourier transforms of the signal
fhe@®eh®)=gt)aten(t). (B9) fu{t), autocorrelationrs((t), and cross correlationy(t),
APPENDIX C respectively. So(f) and N(f) are Fourier transforms of

the transmit signalsy(t), and noise,n(t), respectively.

The frequency response of a compressed backscatterifithe power spectrum of the backscattering is then
signal can be obtained by taking the Fourier transform of Eqobtained by multiplyingY* (f) on both sides of Eq(C1)
(15) and normalizing by K./r?)2Rs{f)R¥(f):

Y (hY*(f)

- KERANRE()

[Fod P)RsdFle '+ r?Re () I Fd FIRE(F)e'lo+ r?RE ()]

- R FIRE(F)

Fed IN*(f)e7'elo  FR(N(f)e! ' rN(F)N*(f)
~ re+ re+ ~
So(f) So() So(F) Sy (f)

Re{Fbs(f)So(f)N*(f)e*‘”“o}+ [r2N()[?
So(f)S5(f) |So(F)]*

=Fod F RN+

=|Fpd F)|2+2r? (C2)

The last expression in EQC2) can be proven to be However, since the secondary arrivals are usually much
equivalent to that obtained by applying a standard spectraimaller than the primary arrivalgxcept for shrimplike ani-
analysis to the originalunprocessedime series. This result malg, a crucial concern to our CP analysis is that whether
indicates that directly taking a Fourier transform of the CPthe secondary arrivals are real and reliable or whether they
output cannot improve the SNR of the signal in the fre-are contaminated by the presence of the tether, superglue
guency domain compared with a standard spectral analysigwhen it was usex and the microstructure, or even an arti-
fact of PC processing.

One data set that involves only the tether and a small
drop of superglue attached to the tether is used to evaluate

To evaluate the influence of the tether and the superglupow these factors affect our CP analysis. The data were ac-
used with the gastropods in the shipboard scattering experguired after a gastropod was carefully removed from the wa-
ments, data were collected without the presence of any anter (superglue was not visible on the removed anjm&he
mal in the acoustic beam. Only the tether and a small drop ofransmitted signal was a chirp sweeping from 300 kHz to
superglue attached to it were in the acoustic beam. It wag00 kHz over a 20Qss period as shown in Fig.(8. To
observed that the scattering contribution from the superglugimulate a worst case, random noise with a constant SNR of
was much larger than that from the tether. Since superglue
was used only for the gastropod scattering experiment, our
analysis of assessing signal contamination is based on the
data associated with the configuration for the gastropod ex-
periment.

The primary arrivals in CP outputs for siphonophores
and gastropods are always very strong and can be considered
as reliable echoes from the animals. This observation is con- 5 o ps 0 Oy
sistent with the result of Stantagt al. (19983. In that analy- TIME DIFFERENCE (us) AMPLITIDE RATIO
sis, it is found that within the usable frequency band, thq:IG. D1. Study of the influence of the superglue, the tether, microstructure,
target strength of the combination of the tether and superglugnd artifacts of PC processing on the CP output. The histograms are ob-
is at least 6 dB lower than those from the gastropods used itgined from the CP outputs from 200 pings. Random noise is added in such

the experiment which implies the SNR of the received scat® V&Y that the SNR of each ping is kept constant at 6 dB. The signal here
efers to the largest echo of the reverberation time series when no animal is

ter_ing signal iS_ always 6 dB higher tha_n the backgroundyached to the tether. The transmit signal is a chirp signal shown in
noise(tether, microstructure and other noise Fig. 2(e).
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The propagation of acoustic or ultrasonic pulses and waves in 1-D media with continuous
inhomogeneities due to spatial variations in density, Young modulus, and/or cross section of the
propagation medium is discussed. A semianalytical approach leads to a general form of the solution,
which can be described by a function, whose Taylor expansion is absolutely convergent. The special
case of a periodic inhomogeneity is studied in detail and the dispersion law is found. It is also shown
that a finite width pulse is generally not broken down by the inhomogeneity, even though its law of
motion is perturbed. A numerical treatment based on the Local Interaction Simulation Approach
(LISA) is also considered, and the results of the simulations compared with the semianalytical ones.
© 1998 Acoustical Society of Amerid&0001-496808)00807-9

PACS numbers: 43.26f [ANN]

INTRODUCTION equation, it may be preferable to assumecatependent the
elastic constants, rather than the velocity. In fact, since inho-
The topic of acoustic wave propagation in inhomoge-mogeneities cause dispersions in finite width pulses, the
neous media is very challenging both from a theoretical angyropagation velocity becomes an ill-defined parameter.
an experimental point of view. It also acquires practical rel-  The treatment of Ref. 9 is restricted to media with uni-
evance, since several experimental techniques and applicoerm density and width. Since also the density and width of
tions (e.g., in nondestructive evaluatipmre based on the the specimen may vary witk, it is desirable to adopt a more
interaction between propagating acousfior ultrasoni¢  general treatment. Also, a perturbative approach has been
pulses and local inhomogeneities. introduced to solve the problem by Mcintyre and co-workers
While the propagation of electromagnetic pulses in in-in Ref. 10. However, a completely analytical solution of the
homogeneous media has been widely studied, less attentignoblem is not possible in the general case. A valid alterna-
has been devoted to the case of acoustic pulses. Leknertive may be a semianalytical solution, based on an expansion
and Nayfefl have discussed the propagation of sound in &f the pulse in an infinite series, whose coefficients may be
medium with planar stratification, described by means of discalculated numerically through iteration equations, usually in
continuities in the wave spekdor in its spatial derivativ.  the (k, ) domain. Another possibility is the numerical simu-
Jeng and Lifi have considered point sources in media withlation in the ,t) domain of the pulse propagation by means
elastic properties varying both with the square root and withof the Local Interaction Simulation Approac¢hISA).*
the square of the distance. The problem of reflection from  The knowledge of dispersive and reflective properties of
inhomogeneities has been studied by Bremideye and  media with elastic inhomogeneities is of paramount impor-
Gingold’ for media with propagation velocity varying with tance in several applications. For instance, multilayered
the distance. The reflection from an inhomogeneous spacstructures and/or composites may be modeled as continuous
has been discussed by Brekhowskikh. inhomogeneous media. The latter may be described as struc-
More recently, Oberle and Cammaratmve derived an tures with periodic variations in space of the Young modulus
equation of motion for a one-dimensional medium with con-and density, with periodicity equal to the distance between
stant density and ax-dependent elastic modulus. A general successive fiber bundlé® Also, technical devices, such as
form of solution is obtained as an infinite series with un-ultrasound concentratofsised, e.g., for drilling are based
known coefficients and a specific solution is found for mediaon the amplification of a pulse due to variations in the cross
whose elastic constants vary linearly with In the wave section of the devic& A method for computing the optimal
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length and shape of the tool for obtaining maximal amplifi- By substituting Eqs(5)—(7) into Eq. (4), one obtains,
cation may be an advantageous substitute for the existingfter some calculations, a recurrence relationship for the co-

empirical technique$® efficientsc,(w) (k=2):

In Sec. |, a semianalytical approach, based on Fourier
and Taylor expansions of both the solution and the inhomo- _ 1 w?
geneity, is presented, leading to iteration equations for the Cn+2™ (n+1)(n+2)(1+ 7,bp) (1+ ﬂlaO)ﬁc”

expansion coefficients in thex(w) domain. Numerical re-

sults obtained applying this approach are presented in Sec. Il, nt w?

for monochromatic wavegn the high- and low-frequency +mE:1 nlam;cn,m+ 720

domain and for finite width pulses. In Sec. lll, numerical

simulations in the X,t) domain using the LISA method are

discussed and compared with the semianalytical solutions. X(n+1)(n—m+ 2)Cn—m+2) , (8)

wherev=/gq/fo represents the phase velocity of a wave
l. SEMIANALYTICAL APPROACH traveling in the reference homogeneous bar. The initial val-
uescy andc, are given by
Let us consider an elastic semi-infinite bar with a sym-
metry axis, which we shall calt axis. We assume that its Co=Ti(X “’):j
density p, width (cross sectionS and Young moduluE 0 0
may vary, albeit with a certain regularity, with The prob-

oo

u(xe,t)e't dt,

lem of an ultrasonic longitudinal wave propagating along the (X, @)

x direction may then be reduced, at least as a first approxi- €1~ X

mation or in a perturbation treatment, to the one-dimensional X=Xg

wave equation Using a retardation condition for the injection of the pulse in
f(X)utt(Xat):ax(g(x)ux(xyt))v (1) X:XO’

whereu(x,t) is the particle displacement and u(x,t)=d(t—x/v), 9
f(X)=p(x)S(x) = fo(1+ 71p(X)), (p tfollows that

g(x) =E(x)S(X) =go(1+ 72q(X)),

_ D(x,w)=f d(t—x/v)e'“t dt
where fy and g, are the values corresponding to a “refer- —
ence” homogeneous bar. By choosing properly the two func- v _
tions p(x) andq(x), Eqg. (1) can describe =e'v X %u(xq,w). (10)

(i) a bar withx-dependent Young modulugy{=0); Consequently,
(i)  a bar withx-dependent density7(,=0);

(i) a bar with x-dependent cross sectiom{= 7, and L0~ L
p(x)=q(x)]; or any combination thereof. C1=1 (X0, 0) =1 Co. (D
Introducing in Eq.(1) a Fourier transform fou(x,t), Therefore, givency, i.e., givenu(xo,t) for a single
1 (= _ ' point xy, each coefficient, can be determined. As a result,
u(x,t)y= ﬂf ux,w)e”'*" do, (3 U(x,w) may be evaluated for any and anyx, inside the
- convergence radius of the Taylor expansion. If the interval
we obtain, for each Fourier componar(x, »), (X0.Xg), in which Eq.(1) needs to be solved, extends be-
3 ~ yond the convergence range, successive Taylor expansions
@’F(X)U(X, @)+ Ay (g(X)Uy(X,®))=0. (4)  can be performed to cover it entirely.

An optimal speed-up may be obtained in the numerical

Equation(4) may be solved directly. However, as al- implementation of the method, by dividing the interval

ready remarked in Ref. 9, the problem becomes more trac(-XO,XF) into many suitably small interval&x, in which the

table after a Taylor expansion fé(x), g(x) andu(x,®): Taylor expansions are performed. Thus very few Taylor
o components are required for each intertad and the total
f(X)= 2, an(x—xo)", (55  CPU time for the calculation may be reduced. As shown in
n=0 the Appendix, five to ten Taylor components are generally
o sufficient, if a suitably fine discretization of the integration
g(x)= >, b(Xx—%o)", (6)  intervalis intrOQUcedst(_aps fr_om about 0.0QSto_0.0Z\).
n=0 The numerical continuation of the function is, of course,
o based on an approximate solution, with an associated error,
(X, w)= z (@) (X—Xo)" @) which.is also expected to propagate frlom one intervgl to the
n=0 following ones. However, as shown in the Appendix, the
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FIG. 1. Real and imaginary parts of a monochromatic wave dor 3,0 |

=10n/\, 7,=0 and#7,=0.5.
7 72 210 |

degradation in accuracy does not increase with the number of 101
intervals, ensuring a good convergence of the proposed nu- 0,0

0 1 2 3

merical technique.
25
II. RESULTS AND DISCUSSION 20
We now apply the semianalytical method described in
the previous section to study the propagation of pulses of 1'5'_2
different shapes in inhomogeneous media. We approximate 1,00/
the propagating pulse as a continuous superposition of
monochromatic waves 0'50 1 2 3
ux1-Rd 3 Tixore o), 1) e e o o el e

o ] o (b) intermediate frequency «(=w/\); and (c) low frequency
where it is assumed that a proper discretizatiom dfas been  =0.1#/\). ,=0;%,=0.5.

performed in the interval{«,») and used in the summa-
tion.
~Starting from an analysis of the propagation of the indi-  (x )= M DX, ©)= © 15
vidual monochromatic components, we wish to assess the X K(X,w)
effect of a periodic inhomogeneity of the kind In Fig. 2a)—(c), A(X,w)/A, andv ¢(X,»)/v are plotted
2 versusx/\ for a high- (w=10m/\), an intermediate- ¢
1+ ﬂlCOS(TX) , =/\) and a low- @=0.17/\) frequency monochromatic
(13 wave, respectively. Herd is the initial amplitude of the
2 monochromatic signal. In the present context we call low
g(X)=go| 1+ 7,c08 —X | |,

f(x)=fo

frequencies those for which the wave period is much larger

) ) ) than the inhomogeneity period, i.e.,
where\ (henceforth called “inhomogeneity perioditepre-
sents the spatial periodicity of the specimen. The case of 2_77\@>)\
linear x dependence has been also analyzed with a different o V f,~ ™"
method by Oberlet al® Their results have been confirmed

by our present study.

(16)

Choosing units for whiclgy=f,, this condition is equiva-
lent to w<<2w/N. Vice versa, for high frequencies
>2m/\.

The behaviors of the phase velocity and relative ampli-

In Figs. 1 and 2 the behavior of the individual Fourier tude in the three frequency domains look very different. For
components is investigated for low and high frequencies irhigh frequenciegsee Fig. 2a)], both quantities can be de-
the casen;=0 and»,=0.5. scribed as sinusoidal functions with periad In the inter-

In Fig. 1, the real and imaginary parts ofx,w) are  mediate regiofisee Fig. 20)], due to resonance effects, they
reported foro=107/\. In both plots we observe periodic are no longer periodic in space and the difference from the
oscillations modulated both in amplitude and phase. The realorresponding variables in the homogeneous case increases
and imaginary parts are respectively even and odd functionsith x. In the low-frequency regioffFig. 2c)] they are again
of x with a period equal to the one of the inhomogeneity.periodic, with the same period as the inhomogeneity, but no
Writing the monochromatic wave,(x,t) as longer sinusoidal. Completely analogous is the behavior of

DX o the pseudo-wave-number, not plotted for brevity.

U, (X, 1) =Ax,0)e P, (14 The dispersion law for the casg = 7»,=0.2 is depicted
where®(x,w,t) = ¢(X,w) — wt, we can define the “pseudo- in Fig. 3, where the phase velocity and amplitude are plotted
wave-number’k(x,w) and the phase velocityg(X,w) as versus w/10m\ for x=3\. We observe no dispersion for

A. Propagation of the monochromatic components
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0.6 ’ . , . .
0,00 0,03 0,06 ) 0,09 012 015 00, 0.0
o/10mh 1,5 20 25 2,0 25 3,0
FIG. 3. Relative amplituddsolid line and phase velocitydashed ling
versusw/10m\ for x=3\, and7,=0,7,=0.2.
101 t=36 1.0 t=40
high- and low-frequency components, since at the end of 0 0
each inhomogeneity period both the amplitude and the phase > 9
velocity assume again the initial value, as in a homogeneous
bar. However, we can observe a significant dispersion in the 0,0 0.0
intermediate frequency range, for which the phase velocity 25 25 3.0 25 3.0
increases during each inhomogeneity period, leading to sig-
nificant distortions in finite width pulses. EIG. 4, Snapshots at _different timés a.u) of the propagation of an ini-
tially Gaussian pulse, in the casg= 7,=0.2.
B. Propagation of finite pulses slightly shifted from the expected position=(2n+ 1)\ /2.

We have also applied the method described in Sec. | t¥Ve also observe that the amplitude maxima do not corre-
study the propagation of several kinds of finite pulses inSPond exactly to the group velocity minima. _
inhomogeneous media. The initial conditiot0t) has been ~The propagation of a Gaussian-modulated cosine pulse,
used for the determination of the initial conditions for the Which is of interest for applications as a probing signal in the
Fourier componenfs(0,w). An inverse Fourier transform of field of ultrasonic nondestructive evaluatigNDE), is illus-
the components at any allows the determination of the ated in Fig. 6 for the casey, =7,=»=0.5. The initial
propagated pulse at anyandt. condition for its Fourier components is
o Figure 4 d.isplays si>§ snapshots of the propagation of an co(w)er‘<‘”“”0>2’4, (18)
initially Gaussian pulse in the casg =0 and»,=0.2. The

initial condition for its Fourier components is assumed to beVhere wo=607/\. We observe that no dispersion appears
(since the contribution of low-frequency components is neg-

_ 2

Co(w)=Ae™ ™, (17 ligible), even though, inside each inhomogeneity period, an
with A=1. The pulse is not losing its shape altogether, puSymmetry arises and the amplitudes _and distances between
modifies it periodically following the inhomogeneity period. S€condary peaks vary. The law of motion and the pulse am-
Also, the group velocity is not constant: e.g., the displacep“tUde and group velocity are plotted in Fig. 7. The behavior
ment of the peak position is approximatively Ox8¥ from is still periodic, but quite different from the one shown in
t=24 to t=28 a.u., but approximatively 0.26\ for an

equal time interval between=32 andt=36. The dispersion : 1,3
appearing in the snapshots tat 24,28,36 and 40 is due to 0.4() (b)
the intermediate frequency components, which are relevant ;5[ 1,2
in the description of the Gaussian pulse. '

The law of motion of the pulsépeak position versus 0,0t 1,1

time) displays a periodic oscillation of the peak position

around the value expected in the homogeneous (sse -0,2 1,0

equal to zerp as shown in Fig. &). The relative group 04

velocity and peak amplitude for the same pulse versus ' ‘ ‘ . ool * .

are reported in Fig. ). Both plots are periodic in space 0 5 10 15 20 "0 1 2 3

Wlth_the same perIOd as t,he Ir_]homc}genelty' The ?mp“tyd%lG. 5. () Law of motion (peak position minux/\ vs t); (b) relative
maX|m_a grow U'p slowly with distance due to the dlsp.e"SKmampIitude(solid line and phase velocitydashed ling versusx/\ for a
of the intermediate frequency components. The maxima arsource Gaussian pulse, in the cage=0,7,=0.2.
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05 05 FIG. 8. Relative amplitude versug= 5,= 7, for a Gaussian-modulated

' ™ cosine pulse.
0,0 0,0 ;
05 05 simulated directly in thex,t) domain, by means of the Lo-
- he cal Interaction Simulation ApproactLISA)'! both at the
10 10 | 1-D level and, in the case of a specimen wittdependent

0.5 10 15 2.0 ’110 15 50 25 cross section, through a more realistic 2-D or 3-D calcula-

tion. The CPU time required for such simulatioteven in

2-D or 3-D, if a massively parallel computer is utilizeid

remarkably smalldepending, of course, on the size of the

specimen and required accuracy¥herefore, LISA may be

Fig. 5 for a Gaussian pulse and a spatial inhomogeneity ingUite adyantagequs with respect. to the method proposed in
d the previous sections. However, it must be remarked that the

volving only the Young modulus. Both group velocity an CPU ti ired f analvtical his al
amplitude have a deformed highly asymmetric cosine behav= time required for a semianalytical approach is almost

ior. Such a behavior is typical for the case of inhomogeneityemIrely devoted to the computation of the monochromatic

due to cross section variation and has been found also fé:rom_ponents, Wh'ch' once compl_Jted, may be used again for
other kinds of pulses. additional calculations, concerning different pulse shapes,

In Fig. 8, the relative amplitude of the main peak of asince they depend only of(x) andg(x). In this case, the
Gaussian-m(;dulated cosine pulsentered around the fre- solution becomes considerably faster and the advantages of
quency wy=60m/\) is plotted versusy=n,=7,. As ex- the LISA approach are correspondingly reduced.

pected, the amplitude maxima do not increase linearly with In 'addition,.the reIiabiIity of the. results of a completely
7. We observe that the positions of the amplitude maxima{wmencal solution may be jeopardized by problem§ of con-
(not reported in the plotdepend only on the inhomogeneity vergence and stability. _I_n fact, a t_horough an_aIyS|s _of the
period andalmos} coincide with the cross-section minima. convergence and stability properties of a given discrete
These results have an important practical application to th cheme(such as the one used in LISA simulatignper-

determination of the optimal length of ultrasonic concentra-ormed’ e4.g., by means of th_e star_ld_ard Von Neumann
tors for obtaining maximal amplification. approach? may become exceedingly difficult, especially for

nonelementary choices of the functiof(s<) andg(x).
Thus, the availability of semianalytical solutiofsuch
as the one illustrated befogr@ecomes an efficient tool for
As already mentioned in the Introduction, a completelytesting the convergence of LISA or other discrete schemes,
numerical approach may be used as an alternative to the be used in the simulations. Alternatively, convergence
semianalytical method described and applied so far. Thenay be confirmed empirica"y by means of a Comparison
propagation of a finite widtlior semi-infinitg pulse may be betweer;ltshe results of two schemes with different orders of
accuracy.

FIG. 6. Snapshots at different timdi a.u) of the propagation of a
Gaussian-modulated cosine pulse, centered around the frequegcy
=60x/\, in the casenp,;= 7,=0.5.

IIl. COMPARISON WITH A NUMERICAL SIMULATION

1,0 1,6 By discretizing space and time with unit stepsnd 7,
05 @ 14 (b) respectively, Eq(1) becomes
V 2
7
0.0 "2 it i=2ui-u e | Sl - 2u+uly)
1 0 | €
-0,5 ’
0,8 ' . .
-1,0 " " " y " " +_2(gi+l_gi71)(ui+1_ui—1) ) (19)
0 5 10 15 20 O 1 2 3 2¢€

FIG. 7. (a) Law of motion; (b) relative amplitude(solid line) and phase

whereu!=u(ie,t7) and similarly forg; andf;. To guarantee

velocity (dashed lingversusx/\ for a Gaussian-modulated cosine pulse, in COnvergence and stability, the choice eofind 7 cannot be
the casen,= 7,=0.5.
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arbitrary. We have found, in the course of many numerical
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(a) - Real Part

a reference homogeneous medium. The phase velocity is pe-
riodic for high- and low-frequency components, while it is
generally increasingor decreasing for intermediate fre-
guencies, where strong resonance effects appear.

4 T /\ tion of the pulse is periodic around the corresponding one for
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FIG. 9. Real and imaginary parts of a monochromatic wave dor APPENDIX: ACCURACY OF THE NUMERICAL
=10x/\, for a medium with exponentially decreasing cross section. TheTECHNIQUE
solid line represents the semianalytical solution, while the dots are the re-

sults of a numerical simulation. An a priori determination of the accuracy of the pro-
posed numerical technique can be obtained estimating the
experiments, thae=1 and r=0.5 represent a satisfactory propagation of the truncation errors of the Taylor expansion
choice for a wide range of initial pulses and inhomogenefrom thekth to the k+ 1)th interval in the analytical con-
ities. In all cases we have obtained solutions, which werdinuation. The error, due to the truncation of the Taylor ex-
almost entirely coincident with the results of the semianalyti-pansion afteiN terms in a giver(e.g., thekth) interval Ax,

cal calculations. is given by

As an example we report the case of propagation of a 1 gVl
semi-infinite sine wave injected from the left edge of a speci- g —__— __ — ____AyN+1,
men with f(x)=1 andg(x)=1+0.2expx/\). In Fig. 9, (N+1)I gxN+L

we have compared the results obtained using the IOr()pos"ifjsing Egs.(8) to (11), the initial conditions for the&k+ 1th
semianalytical techniquéontinuous ling with the ones ob- interval become

tained by a numerical simulatiof@otsy. We observe an ex-
cellent agreement between the two solutions. For the sake of
completeness, we remark that in the case of exponential
variation of the rod cross section, it is possible to propagate

1
Ck+1:Aka+ mAXNa’kA,

. =~ where
properly only components with frequency larger than a given
critical value, which depends of course on the choiceyof oo ct _( fkgk>
and\. k Clz ) k M)’
IV. CONCLUSIONS ANy Ax
In this contribution we have considered the propagation = %k~ dxN+L’ A=| N+l
of acoustic(or ultrasoni¢ waves in inhomogeneous 1-D me- 1

dia. A typical example could be an elastig bar, Whoge Qensi%herefk ,0x,m, andn, are suitable operators, which may be
and/or Young modulus and/or cross section vary withith oy jicitly obtained from Eq(8). Assuminga, to be constant
a certain regularity, e.g., sinusoidally or exponentially. A gqual toe), E, is independent fromk. Since the problem is
semianalytical method, based on a Taylor series expansiofjnear, a good estimate for the total error at the end okthe
has been used, leading to iteration equations for the determisierval is given by

nation of the coefficients of the Fourier transform of the so-

lution. A formal solution is obtained, which is valid for any _ AxN E:l ﬁ
medium whose inhomogeneity is described by a function OU+1=a N! A 1+m=0 =0 A-j |-

with absolutely convergent Taylor expansion. ) ] o

The method has been applied to study the propagatioH. is thus_possnble to. choose the minimum valueNgfcon-
first of monochromatic waves, then of several finite pulsesSistent with the required accuracy. _ .
Gaussian, sinusoidal and Gaussian-modulated sinusoidal, However, for practical purposes, a numerical evaluation
Also, both linear and sinusoidal inhomogeneitiesthe den- of the accuracy may b.e more useful. Since we are Iook!ng for
sity, Young modulus and/or cross sectitrave been consid- @ Solution of Eq.(4) in the form of a complex function
ered. The results have been compared with those obtained (X, @), we can write it aA(X, ) exp{e(x,)). Substituting
means of the Local Interaction Simulation ApprodtiSA).  itinto Eq. (4), the solution for the imaginary part leads to the
The agreement has been found to be very good in all casefllowing conservation law:
The respective advantages of the two treatments have also do(x)
been discussed. F(x)=g(x)A%(x)

dx

It has been found that the propagated pulse presents
some properties, which are independent on the pulse shapEhe quantity Fx) may be evaluated numerically at any point
The peak amplitude shows periodic oscillations with theand provide a useful test of the accuracy of the results. In
same periodicity as the inhomogeneity, and the law of mo¥ig. Al, the quantity E(x) —F(0))/F(0) is reported against

=const.
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The propagation of acoustic waves in immersed waveguides has been previously studied with the
help of the finite element method, using thieLA code[A. C. Hladky-Hennioret al, J. Sound Vib.

200, 519-530(1997)]. But this method, which is a modal analysis, essentially concerns the case of
rectilinear, infinite, and uniform waveguides. Thus this paper deals with another way of solving the
problem of wave propagation along waveguides, with the help of a time analysis using finite
elements. First, the theoretical formulation is presented for immersed structures. Then, Plexiglas and
brass wedge guides, of different apex angles, are considered. When immersed in water, these
wedges generate either propagating or radiating wedge waves. The finite element results, using a
time analysis, are compared to the previous finite element results, using a modal analysis and to the
experiments, leading to a good agreement. Thus the approach can be easily extended to other
waveguides whatever their cross sections. 1898 Acoustical Society of America.
[S0001-496628)02306-9

PACS numbers: 43.20.Hq, 43.20.NI&NN |

INTRODUCTION curvature influence on the wedge wave velocity. Moreover,
Bonnet-Ben Dhiaet al® have studied the theoretical exis-
Analysis of the propagation of acoustic waves in guidestence of localized waves in wedges.
had an increased interest during the 1970s, because such The finite element method has already been used for the
waves can be used in signal processing and information stoenalysis of acoustic waves for in vacuum or immersed
age applications. Particularly, flexural wedge waves, propaguides%“‘mwith a view to finding either propagating or ra-
gating along the tip of an ideal sharp elastic wedge, attractediating modes. It was an interesting innovation because, to
considerable interest because these waves are dispersionle®gf knowledge, theoretical or numerical modeling of the im-
their propagating velocity is lower than the Rayleigh wavemersed solid wedge has not yet been developed in the gen-
velocity and the acoustic energy is confined at the tip of theeral case. The method previously developed, which is a
wedge guide. As the boundary conditions of the problem ar&odal analysis, concerns the study of the propagation of
complex, it is difficult to use a simple model to study the acoustic waves along rectilinear, infinite, and uniform
propagation of acoustic waves in guides. In 1969, Ashl® waveguides. In the method, the problem is reduced to a bi-

suggested using a simple wedge as a guiding structure. Thefimensional problem, where only the cross section of th,e
Moss et al?> established an analytical model limited to guide is meshed using finite elements, following Lagasse’s

simple geometry of linear wedges. Lagasagplied the finite original techniqué. Thus the method does neither allow the

element method to analyze the propagation of the acoust%tUdy of a waveguide with a defect on the surface, nor the

. N . . . study of a waveguide with a nonuniform cross section, nor
waves in an infinite waveguide of arbitrary cross section. .
. L . the study of reflection waves at the end of the wedge. In all
The technique is original because the problem is reduced to

bidi ional bl h v th "  th Rese cases, the whole tridimensional guide has to be
idimensional problem, where only the cross section o efneshed, because there is no more symmetry for the structure

; ) o 91 for the excitation in the wedge direction. Therefore, a time
extensively applied to wedgés.Mc Kennaet al.” used the analysis has been developed in #treA finite element code.
approximations of plate theory to study the guided elastic  Tpg paper presents the way to solve the problem of the
modes that can propagate along the tip of a wedge. Morgrgpagation of wedge waves, with the help of a time analy-
recently, wedge waves have again attracted interest: Krylokjs. First, it presents the theoretical formulation for immersed
etal. have developed an approximate analytical solutionstryctures, which leads to the resolution of a second order
based on geometrical-acoustic methods or ray tracfap- differential system of equations, which has been incorpo-
plied to truncated or curved wedges. Charfitt€has mea-  rated in theaTiLA finite element code. Then, the time analy-
sured the effect of water loading on transient waves propasis for wedge guides made of Plexiglas and of brass is per-
gating along a wedge for applications in geophysics andormed. Immersed in water, wedges can generate either
underwater acoustics, whereas #aal!* and Auribault propagating or radiating wedge waves, as a function of the
et all? have experimentally studied the truncation and theapex anglé®!® The finite element results are compared to
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X

Section S

FIG. 1. Rectilinear waveguide, infinite, and uniform in thelirection.

previous finite element results, using a modal analysfs g, 2. Traces in thay plane of the finite element domain. Presentation of

and to the experiments,leading to a good agreement. The the solid part, the fluid part, the solid—fluid interface, and of the radiating

vizualization of the waves propagating or radiating in thefluid boundary.

fluid authorizes a good knowledge of the problem. Finally,

|nd|cat|ons_ are given on how thl_s approach can be _exte_nded With an harmonic analysis, the general system of equa-
to Wavegwdes (_)f any cross section, for qpphcatlons in sigNdions associated to this problentis

processing devices, in geophysics, and in underwater acous-

tics, as well as in surface physics.

I. GENERAL MATHEMATICAL FORMULATION [K]_wZ[M] - (L”J) ( £ ) 1
' —p2c20L]T [H]-wM,]]\P] | picid)’ @
A. Description of the problem

The mathematical model presented in this part allowsvhere[K] and[M] are, respectively, the stiffness matrix
the time analysis of a rectilinear waveguide, immersed or no&nd the mass matrix for th@ solid domain. In the case of
in water, infinite and uniform in the direction. But the a solid material with losses, the stiffness matrix is complex
method can be applied to any structure, whether bidimenand is denoted byK,,]+j[C,,], where the[K,,] and
sional or tridimensional, in vacuum, or immersed. The secfC,,] matrices are frequency independ&hfH] and[M]
tion of the waveguide, which is denot&] is set in thexy  are, respectively, the compressibility and the mass matrices
plane(Fig. 1. An excitation is applied on sectid® Thus a for the Q; fluid domain.[L] is the interface matrix and rep-
wedge wave propagates at the top of the wedge, in the wedgesents the coupling between the fluid and the solid domains
direction. In all the cases, the time dependence is implicit iron theS; surface, the trace of which in they plane is thd;
the equationsd/“"). line. “T” stands for matrix transpositiorp; andc; are, re-
spectively, the density and the sound speed in the fluiid.
the angular frequencyE contains the nodal values of the
applied forces¢ contains the nodal values of the pressure

In the case of a modal analysis, it is possible to find theyormal derivative on the external fluid boundddy . [K],
propagation modes of acoustic waves in an infinite wave M1, [H], [M4], [L], F, and ¢, respectively, result from
guide or arbitrary cross section, using only a bidimensiona[he merging of the elerﬁentary matrices and the ve¢téfs,
mesh in thexy plane and to reconstitute the whole [M®], [H¢], [ME], [L®], F&, and¢®. The unknowns of the
solution4~1°But, in the case of a time analysis, a tridimen- system areJ and P, the vectors of the nodal values of the
sional mesh has to be used for the study, because the exgjisplacement field in the solid domain and of the pressure
tation has no symmetry in thedirection. in the Q; fluid domain.

The waveguide of a given length is meshed with the A nonpreflecting condition is added to systém, on the
finite element method. The whole domain contains a solidsr surface of the mesh, the trace of which in theplane is
part(} and a fluid par€l, which are divided into elements the | |ine. It allows limiting the finite element mesh of the
connected by nodes. The notations are defined in Fig. Zj,id part. As the surface is assumed to stand in the far field,
where the trace of the tridimensional fluid domélp in the  the relation between the vector of the nodal values of the
xy plane is represented by ti#& surface, the trace of the normal pressure derivative and the vector of the nodal

tridimensional solid domair(), in the xy plane is repre-  yajyes of the pressure fieRl, on the external fluid boundary
sented by the&s surface. In thexy plane, the whole domain S, is?!

is split as follows:

(i) The fluid domainS; and the solid domairss are
divided into elements connected by nodes. p

(i) The fluid part and the solid part are separated by the 4= —[4+jkR][D] =, )
interface linel;, trace of theS; surface in thexy plane. R

(i) A line containing the radiating or boundary ele-
ments,l, , is limiting the finite element mesh, trace of t8e  whereR is the radius of the external fluid boundakyis the
surface in thexy plane. wave number, an@D] is the monopolar radiating matrix,

B. Finite element system of equations
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which only depends on the interpolation functions in the el- 2 _
ements. Thex term is equal to 1 when the structure is tridi- P(R,K) = po(K)HP (KR)— po(K) V kR g J(kR=ml),
mensional or when it is an axisymmetrical structure. the
term is equal to 1/2 in the case of a plane strain analysis.
This nonreflecting condition is valid if the external fluid KR>1. 3)
boundary is inside the far field arekR>1).

In the case of a cylindrical external fluid boundary, the
far field pressure can be expressed in terms of the Hank&lonsidering an external excitation written as a prescribed
function of first kind and second order, the asymptotic valuedisplacement or a prescribed force, the monopolar radiating

of which is given below: condition is included in systerfl) which becomes
[Kuu]+jw[cuu]_w2[M] —[L] U E
2.2 201 9T piCt (~):(~)- (4)
—piCfo L] [H]—wz[Ml]JFT[a"'ij][D] P 0
|
Considering a time analysis, the system of equatidhs _ r—a
is modified, replacing thejk terms by (1¢)(d/dt). It if t<—~ Ppr.H=0
become®%? f
(M 0]y +[[C“”] L] } U) it p(r = — 15 o
p2cfL]" [myj\ P/ L [0l [Dd]ip f f
Ct —pBcsla
+[[Kuu] —[L] }(U)_(E) 5) —Ee % Vg (7
[0] [H]+[DolJ\P 0/
; r—a
with with B=t———.
2 Ct
ap¢Cs

[Dol= R (D] and [Dy]=pic{D]. If the displacement on the surface of the sphere depends on

. . . time:
System(5) is solved with the help of classical algo-
rithms of resolution of a second order differential system of
equationg>?*It is solved with iterative methods, with a con-
stant. time increment. In all the followmg egamples,}sopara—then’ the speed is
metric elements are used, with quadratic interpolation along

element sides.

u(t)=Ug(1—coswt), t>0, (8

v(t)=Upw sinwt, t>0. 9
The pressure at a distancdrom the center of the sphere is
Il. VALIDATION OF THE MODEL: IMMERSED the convolution product of the pressure impulse response of
PULSATING SPHERE Eq. (7) by v(t) of Eq. (9). The pressure is equal to zero if

A. Analytical model t<(r—a)/cs and, ift>(r—a)/c; it is equal to

In this section, a stiff sphere, the radius of which is piC; Ciw
denoted bya, is immersed in a fluid. The density in the fluid p(r,t)=Uq - aw Sin wr— PRI
f

is denoted; and the sound speed denotgd Considering a

pulsating sphere, the speed on the surface of the sphere is e ci
constant for any angle, equal t&/,. Classically?® the pres- X 1| we "8 — @ coswT+ S Siner |, (10
sure is given as a function of the distarrcérom the center
of the sphere and the angular frequency as following: with 7=t— (r —a)/c;

p(r w): —psC e—jk(r—a) k—az V ejwt (6)

’ e (1+jka)jr "°° -

With a view to computing the time analysis of the problem,B' Results
the inverse Fourier transform is performed on &j.and the In this section, a sphere, the radius of which is equal to
pressure impulse response is 0.1 m, is immersed in water. A sinusoidal displacement,
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radiating elements TABLE I. Physical constants of the material.

Young's
symmetry condition modulus Density Rayleigh wave
: Material (Pa (kg/nr) Poisson’s ratio  velocity (m/s)
Brass 1.04 18 8600 0.3429 1986
Plexiglas  5.85 1% 1180 0.3343 1271

fect between the results, thus validating the finite element
model.

stiff sphere . .
axis of axisymmetry

FIG. 3. Finite element mesh of the stiff pulsating sphere.
I1l. WEDGE GUIDE IN VACUUM

similar to Eq.(8), is prescribed on the surface of the sphere.A. General presentation
The problem is easily solved with the help of Ed0). It is

also possible to solve the problem with the help of the finite
element method. Figure 3 presents the finite element mesh A
the problem. Because the sphere is assumed to be stiff, 'ﬁEd infinitely sharp wedge, two types of wedge waves are

does not appear on the mesh, which only includes the qui(ﬁ)oss'ble: symmetric modes and antlsymmetrlc flexural
part. Because of the symmetry of the problem, an axisym[.nOdeS(ASF modek The Iatte.r modes are parncul-arly attrqc-
metrical analysis is performed and only 1 over 32 of the quidt'\r/]e beﬁausedof the propemesf r_ecalled n _the mtrqduc_uon.l
part is meshed, applying appropriate boundary conditions. s t € wed ge evxsaves ar:e 0 |mp%rtantd|nterest N sigha
Fig. 3, the external fluid boundary is at 0.5 m from the centePOCESSING  GEVICES, gEOPNYSICS and  un erwater acous-

9,10 ; ; ;
of the sphere and contains the radiating elements, which afics, " as We"_ as in solid sur_face phys&%.l\{lore rec_entl_y,
lows to limit the mesh of the fluid part, with the help of a wedge acoustic waves traveling along the tip of cylindrically
nonreflecting condition curved surfaces have been experimentally and theoretically

ind12,14 : .
Forka= 1, Fig. 4 presents the variations of the pressurestudled, the influence of the wedge truncation has been

as a function of time, at three different distances from theduantified,*4***’and the effect of the fluid Ioadiggzghas
center of the sphere/a=1, r/a=3, andr/a=5. The full  Peen evaluated in the case of immersed wedges ™"
lines correspond to the analytical results and the marks cor- Many wedges, made of different materials, have been

respond to the finite element results. The agreement is pe1a_xperimentally and theoretically studied and general trends
are stated® " When the wedges are in vacuum, the wedge

waves are propagating in the wedge direction and are eva-
nescent in the perpendicular plane; they are not radiating.
ta=1 When the wedges are immersed, wedge waves can be either
propagating, if their velocity is lower than the sound speed in
water, or radiating, if their velocity is greater than the sound
speed in water.

In this paper, Plexiglas and brass wedges are studied
with the help of the finite element method, as a function of
the apex angle, between 30° and 90°. The physical constants
of these materials used for the calculation are presented in
Table |. With a view to studying the antisymmetrical flexural
modes, only half of the cross section is meshed, by applying
a specific boundary condition on the bisector plane. In all the
cases, the length of the mesh is 54 mm and the height is 10
mm. Figure 5 presents the finite element mesh of the tridi-
mensional wedge, when the apex angle is equal to(l6alf-
apex angle meshed30°). A prescribed displacement is ap-
plied on the front face of the wedge, which is presented in
Fig. 6. It corresponds to the displacement of the first wedge

0 0z o0s s 08 | mode, previously obtained with the help of a modal
time (msec) analysist* The displacement is applied with the help of a
FIG. 4. Variations as a function of time of the pressure at a distaricam sq_uare_ pulse, the dura‘flon of which is 0.002 ms The calcu-
the center of the pulsating sphefea=1. Full lines: analytical results, lation is performed with the help of the finite element
marks: finite element results. method with a 0.00025-ms step.

Surface acoustic waves propagating along an elastic
dge were originally studied in the 1970%.1n an ideal-

20

Pressure (GPa)
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FIG. 5. Tridimensional mesh of the wedge, with an apex angle equal to 60
(half-apex angle meshe®0°).
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P
B. Results 1800 / .

In this section, the propagation velocity of the first ASF o
mode is studied, as a function of the apex angle. For eac
apex angle, the wedge wave velocity is calculated, by notic
ing the position of the maximum of the displacement at the
top of the wedge as a function of time. For Plexiglas and
brass samples, Fig. 7 presents the variations of the wedc
wave velocities as a function of the angle at the top of the
wedge. The finite element results, obtained with the help o - " ™ %
the time analysis, are compared to results previously obh ® angle (degrees)
tained with a modal analyé%and to the eXp_em_nemg'For FIG. 7. Variations of the wedge wave velocities, as a function of the apex
large apex angles, the wedge wave velocity is close to thgngie of the in vacuum wedge. White squares: finite element results, using a
Rayleigh wave velocity.The agreement is good between the time analysis; full lines: finite element resuits, using a modal analysis; black
results for large angles but the difference between the nuircles: experimental resulté) Plexiglas wedgesib) brass wedges.
merical results is higher for small angles. For small angles,
many wedge waves are propagating at the top of the wedge. In the case of a 60° Plexiglas wedge, Fig. 9 presents the
This is in agreement with previous studies which pointed ouglisplacement field at the top of the wedge at different in-
that several wedge waves can propaddBeit, in that case, stants. This figure shows that only one wedge wave is propa-
the time analysis results are roughly estimated, the separati@®@ting.
between the different waves being gradual.

In the case of a 30° Plexiglas wedge, Fig. 8 presents th&/. WEDGE GUIDE IMMERSED IN WATER
displacement field at the top of the wedge at different in-ao. General presentation

stants. This figure allows a good vizualisation of the separa- , . )
tion of the first two waves. The previous Plexiglas and brass wedges are now im-

mersed in water. The apex angle varies, from 30° to 90°.
Figure 10 presents the mesh of the cross section of the im-
mersed wedge, when the top angle is equal to(Baff-apex
angle meshed30°). Once again, half of the wedge is
meshed, with an appropriate boundary condition on the bi-
sector plane for solid and fluid nodes, to study antisymmetri-
cal flexural modes. In all the cases, a 54-mm-length and 10-
mm-height wedge is meshed. The radius of the external fluid
boundary is equal to 20 mm. The excitation is a prescribed
displacement field on the front face of the wedge, that cor-
responds to the displacement field of the first wedge mode,
presented in Fig. 6. The displacement is the same as in
vacuum. The calculation is performed with the help of the
finite element method with a 0.00025-ms step.

1400

FEM time analysis
1200

FEM modal analysis
El_ . Experiments

800

Edge wave velocity (m/s)

B. Results

Plexiglas and brass wedges, with apex angles between

FIG. 6. Displacement field prescribed on the front face of the wedge. Apex30° and 90°, are ConSidereq- For each Value' of the apex
angle=60°. Dashed lines correspond to the rest position. angle, the wedge wave velocity is calculated. Figure 11 pre-
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t =0.005 ms
t=0.010 ms

t=0.010 ms
t=0.020 ms

t=0.015 ms

t=0.030 ms

t =0.020 ms
t =0.040 ms

t=0.025 ms

t = 0.050 ms

t=0.030 ms
t =0.060 ms

FIG. 8. Top view of the displacement at the top of the wedge between
=0.010 ms and=0.060 ms. Apex angle30°. Wedge made of Plexiglas.

t=0.035 ms

sents a comparison between the variations of the wedge
wave velocities as a function of the top angle, calculated!G. 9. Top view of the displacement at the top of the wedge between
with the time analysis, obtained with the modal analysis and™%-005 ms and=0.035 ms. Apex angle60°. Wedge made of Plexiglas.
measurements. The agreement is good between the three dif-

ferent determinations, especially for large apex angles. Fogonic: They propagate along the wedge direction but are at-
small apex angles, because several wedge waves are mixdgnuated, they are radiating in the perpendicular plane.

the calculation of the velocity with the time analysis is more ~ For a 40° apex angle wedge made of brass, Fig. 12 pre-
approximate and implies a shift on the results. The comparisents the variations of the displacement at the top of the
son between the data in Fig. 7 and the data in Fig. 11 point#edge as a function of time and of the position along the
out that, in all the cases, the water loading implies a decreasiéedge. In that particular case, this representation is the best
in the wedge wave velocity, which is greater for smallWway to see the propagating and the attenuated waves. When
angles. In the case of Plexiglas samples, for a large apex
angle (90°), the wedge wave velocity seems to be the
Stoneley—Scholte wave velocity, whereas for brass
samples, the wedge wave velocity for a 90° apex angle
seems to be the Rayleigh wave velocity, like in the case of in
vacuum wedges.

In the case of immersed Plexiglas samples, the wedge
waves are subsonic: They propagate along the wedge direc-
tion and do not radiate in the perpendicular plane. The dis-
placement field at the top of the wedge is similar to the
displacement field when the Plexiglas samples are in vacuum
(Figs. 8 and &

In the case of immersed brass samples, the results con-
firm that below 60°, the wedge waves are subsonic: They

propagaf[e in the wedge direction but are attenuated in thgig, 10. Finite element mesh of the cross section of the immersed wedge.
perpendicular plane. Above 60°, the wedge waves are supespex angle=60°. The gray part corresponds to the wedge.
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FIG. 11. Variations of the wedge wave velocities, as a function of the apex
angle of the wedge, immersed in water. White squares: finite element re-
sults, using a time analysis; full lines: finite element results, using a modal
analysis; black circles: experimental resu(®. Plexiglas wedgedb) brass
wedges.
t=0.035 ms

the wedge is in vacuum, two propagative wedge waves exiskiG. 13. Top view of the displacement at the top of the wedge between
Immersed in water, the first ASF wedge wave is obtained;=0.005 ms and=0.035 ms. Apex angle60°. Wedge made of brass im-
propagating along the wedge direction. In Fig. 12, the secon@fersed in water.
ASF wedge wave still exists, it is faster than the previous
one but is attenuated. This wave is supersonic: It is propa-
gating but is attenuated in the direction of propagation of the
wedge wave, it is radiating in the perpendicular plane. Be-
cause its amplitude is low, its velocity is not calculated with
the time analysis.

For a 60° top angle wedge made of brass, Fig. 13 dis-

0.035
0.03
0.025

0.015  time (ms)
0.01
30

20
position (mm) 0
FIG. 14. Pressure field in the=9 mm plane, when the radiating wave is
FIG. 12. Variations of the displacement at the top of the wedge as a functiogoing through. Apex angte60°. Wedge made of brass immersed in water.
of time and of the position along the wedge. Apex angle: 40°. Wedge madd&he white part corresponds to a negative pressure, the gray part to a pressure
of brass immersed in water. equal to zero, the black part to a positive pressure.
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The far-field directivity pattern can be computed using the fast Fourier trangfeffif) algorithm.
Numerical implementation of the angular spectrum apprgd@»?) is generally used to compute

the pressure field. The aim of this paper is to demonstrate that the discrete far-field pressure can be
only computed by the calculation of the DFT of the normal velocity. In fact, using the asymptotic
expression of the Rayleigh’s integral, which is also the solution of Helmholtz equation, it will be
shown that the analytical far-field pressure is given by the Fourier transform of the normal velocity.
Guidelines for the selection of sampling interval and the size of the baffle in which the source is
mounted will be given. Then this paper shows that the size of baffle influences the angular resolution
at which the far field is computed and when the source is oversampled the computed discrete
pressure becomes better. Numerical results concerning a transducer that exhibits harmonic
oscillations will be considered and discussed. 1€@98 Acoustical Society of America.
[S0001-496608)00106-4

PACS numbers: 43.20.Rz, 43.20.Bi, 43.40.0¢G

INTRODUCTION sults concerning a transducer that exhibits harmonic oscilla-
tions will be considered and analyzed. Guidelines for fixing
. X ) N . the different necessary parameters for the numerical imple-
tive testing,.), the far-field directivity pattern is the most mentation of the ASA, in order to get the far-field pressure,

interesting characteristic of a transducer. In fact, the mea; given. In addition, the influence of the guard baDE2A
surement of these patterns can be simply performed. The faﬁégion, see Fig.)lreg{on is given. It will be shown that the

Fourier transforn(FF_T) _has been preVIoust_u_sb%Im order size of this guard band influences only the angular resolution
to compute the radiation from unbaffled finite plates. The

at which the far field is computed. In other words, the far-
angular spectrum approa¢ASA) can be used to compute i eld 1 pu w

th field and the far-field This techni hfield pressure computed using the FFT becomes under-
€ near-lield and the tar-he pressures._ IS technique ass’ampled if the size of this region is not correctly chosen. The
been previously used by several authbisFor example

o . ! case of oversampling the source will be considered and dis-
Williams et al! have used it to evaluate the pressure field of Ping

the rectangular plate. Recently, Wt al>® have analyzed cussed.

the errors due to DFT and discretization. They have used the

same expressions to analyze the errors in the near field andFAR-FIELD PRESSURE
the far field. The aim of this paper is to show that, in the Figure 1 describes an acoustic harmonic soufue
far-field zone, a simpler expression can be used. This expre:a—an 9

sion allows fast computation and gives guidelines for the sducerof width 2A moun.ted'm a rigid wall, The' Ie'ngth
of the transducefalongy axis) is assumed to be infinite.

choice of the sampling interval and the size of baffle in . . i . ;
pling Then the two-dimensional radiation problem will be consid-

which the source is mounted. ered. The harmonic state expjwt) will be assumed and
The computed pressure field via angular spectrum de-=" """ xplet)

composition can be found in many pap&t&.Reference 3 retained as reference. The pressp(®,z) is given by
and Wu’s recent papegive a good description of the angu-
lar spectrum approad®\SA). Moreover, they give an exten-
sive review of the literature associated with the concept of
ASA. Thus this description will not be recalled here. Finally,

In many applicationgacoustical imaging, nondestruc-

we will use practically the same notations as Ref. 5. -N/2+1 X
In the first section, the far field is computed by only the | i source or transducer o

evaluation of the discrete Fourier transfof@FT) of the | SACL AT |

normal velocity, in other words, its angular spectrum. In the | >

second section, the piston mode case will be discussed. In D=NAd '

this case, errors due to the use of DFT and discretization |Rigid baffles or guard bandJ

(frequency aliasing, half-sample length phase shift error, and
spatial aliasingwill be shown and discussed. Numerical re- FIG. 1. Geometry and notation used for the calculation of the acoustic field.
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FIG. 2. Real part of Green’s function, normalized {dy— (n,) 25, for pressure field computed at two ordinates 50N andz=200Q\).

pa(x,z)=% fjwv(x')Hgl)(kr)dx’, (1)

wherek is the wave numbem(x’) is the normal velocity in
the source plane=0, andH{§" (kr) is the zeroth-order Han-

kel function,x andz are the coordinates of the field poivit,

andr gives the position of the field point with respect to
running pointP (see Fig. 1. The upper index refers to the

N/2

) Afpc V(mAT)
Ad,2)= —2 )
Po(ixAd.2) N =SR2+ U
. . mX
Xexp 2jm|ix 5 +2U] |, (43
with

U=(1/(N)2—(mAf )22 and n,=Am,Af, (4b)

analytical expression. Using the convolution theorem, the

pressure field foe=0 can be written as

kpc (+= V(fy)
a -
p (X!Z)_ 2 e fz

exdj2m(xfy,

+zf,)]df, with k,,=2=f, ,=kn.,, (2

where V(f,) is the Fourier transform ofy(x), n, (ny
=co0s6,) andn, are the direction cosines,

k,=ky1-—n2, if k?=k2
=jkyni—1, if k?<kZ. 3

The discrete form of the pressure as given by @gcan
be written as

73 J. Acoust. Soc. Am., Vol. 104, No. 1, July 1998

whereV(m,Af ) is the DFT ofv(x), \ is the wavelength,
Ad is the sampling intervalAd=1/F, F¢ being the spatial
sampling frequengyused to sample the sourckf is equal

to INAd, and my=—N/2+1,...N/2. The lower indexD
refers to the discrete expression. Reference 5 can be referred
to for more details concerning the above equation. Time
computation can be reduced if the FFT is used to compute
V(m,Af ), but generally the value dfl must be great, thus

a significant amount of time is necessary to compute the
field. Equation(2) gives an exact pressure while Eg) is

the discrete form of the exact one.

Generally, the far-field pressure is very interesting for
many applications. Thus in the following the far-field zone
will be always considered. To derive a simple analytical ex-
pression for the far-field pressure, Ed) will be considered.

In the far field Eq.(1) can be written a$:
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FIG. 3. Far-field pressures versag<1 for a transducer of width2= 32\, mounted in a rigid wall of widthD —2A with D =512\, and working in piston
mode. Solid and dotted lines describe the analytical far-field presptige$17)] and DFT resul{Eq. (18)].

+oo ) Equation (7) is well known and has been always used to
PA(R.Ny) = poﬁv v(x)e 12m N dx, (3 compute the far field. In addition, it has been shown, with the
) help of the finite element method, by using Helmholtz's
with equation and its exact solution obeying the Sommerfeld ra-
KpC ~ diation condition, that Eq.7) gives the exact far-field
Po="%" H(kR) pressur€. Thus in the far field, Eq(2) can be replaced by
Eq. (7). Finally, Eq.(7) shows that the far-field pressure is
~ 2 proportional to the FT of the normal velocity. For example,
and H(kR)= \/m exgd —j(kR—m/4)], (6) in the case of piston modg.e., ¥(X)=vy=constan}, the
famous relation
whereR gives the position of the field point with respect to
the origin O of the transducéFig. 1). For convenience the P*(R,6,)=pg sind kA cos 6,) with py=2poA (8)
polar coordinatesR, 6,) are used. Equatiofb) is valuable
for R>(2A)%/\. In fact, three zones can be distinguished:is obtained.

the near-field [R<(2A)*/\], the Fresnel zone[R Practically, Eq.(7) can be numerically implemented
~(2A)?/\], and the far-field zon&” It should be noted that With the help of the FFT. Due to discretization and the use of

in Eq. (5), n,=cos(,) must always be lower than unity in the FFT some errors appear. These errors are discussed in the
absolute valuéi.e., |n,|<1). In fact, the far field as given by second section using the discrete form of &.and Eq.(2).

Eq. (5) is only valuable in the half-domain defined -0  Using the discrete form of E2), i.e., Eq.(4), the numerical

and the far-field evanescent waves are completely removefnplementation of the ASA can be obtained. Recently, in
since they play rigorously no role. The far-field pressure agwo-dimensional radiation problems, E@l) has been used

given by Eq.(5) can be computed as for direct implementation of the ASX in the near field as
a B well as in the far-field zone. But, in the far-field zone it's
P(R,ny) =poV(fy) better to use the discrete form of ) [see Eq(15) or Eq.
+oo _ n (16) below] instead of the discrete form of E¢R), i.e., Eq.
= pof v(x)e ™ dx  with fx=xx. (4), for the following reasondi) in Eq. (4) there is a pole at

n,=0; (ii) the direct use of the discrete form of E)
(7) allows fast computation and able to give the guidelines for
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0 - ripples. This new value, termed as optimuiyj, is given
a:ngp=2,D=512A,N=2048 - by®
ol ] . D
E H No=N sin Arctar( Z) . (9
L -20 . . .
= For D (see Fig. 1 very small with respect t@, Ny will
E converge to zero ag increases. For example, Zfbecomes
= -30 | 1 infinite andD stays fixed,N, becomes equal to zero, and
%ﬂ 1 then Eq.(4) with N=Ny=0 cannot be used. In other words,
E -40 ,, 1 Eq. (9) is not suitable in the far field and only useful in the
Wh[mmwwmy\w W Fresnel zone because in the near fillgN.
il f\‘ HHM | In Refs. 3—-6, no consideration has been devoted to the
-50 0 1 2 “guard band” region orD — 2A region (see Fig. 1 Guard
direction cosine (ny) band refers to an intentional region of zero-padding exterior
0 to the source region (&) that is to say the value d with

o ' 2A fixed. In fact, using Eq(4) it is hard to see the influence
b : nup =4, D = 5124, N = 4096 of the value ofD in the far-field zone. This influence will be
] easily shown here by the using of HT).

[
-
(=

II. APPLICATIONS

itude (dB)

&
)

In some experimental cases, harmonic vibrations can
propagate at the transducer surfddéus let assume that the
normal velocity is given by

IR v(X)= vy cog2mfx), if |X|<A with A\,=Ix

0 1 2 =0, if [x|>A, (10
direction cosine (ny)

Magn

&
)

where \, is the harmonic wavelength. In this case, using

FIG. 4. Far-field pressures versng,>1 and for 2=32\ andD=>512\. Eq. (7) the analytical far-field pressure is given by
Thick and thin lines describe the analytical far-field press[Ees(17)] and

DFT result[Eq. (18)]. The normal velocity is assumed constant. p’ 27A 1
pP(R,n,) = sing— [ n,+ —
N I
the choice oD (i.e., guard band with & fixed); and finally, +sinc{27TA (n _ }) ] (11)
(i) a large value ofN is necessary in order to correctly A <

sample the Fourier transform of Green’s function, The discrete form of Eq(7) is given by
exp(kzy1—n2)/(ky1—n?). Figure 2 gives the real part of

the exp(kz\/l—nxz) term in the near fieldz=50\, Fig. 2a)

and (b)] and in the far fieldz=200Q\, Fig. 2c) and(d)].  with
Figure Z2a) and(c) is obtained by takingAn,=2/N=1/512, moA
while Fig. 2b) and (d) is obtained by takingAn,=2/N ne=mAAf= X
=1/2048. In factAn, gives the angular resolution at which NAd
the plane wave components are calculdteee Eq.(29) in  where V,, is the DFT of the normal velocity andn,
Ref. 4. As the imaginary part, in each case, look very simi-=—N/2+1,...N/2. It should be noted that this expression is
lar to the real part, only the last one is given. It is interestingperiodic inm, with period N. Then py(R,m,Af ) is com-

to note that forAn,=2/N=1/512, the Green’s function is puted over a single period. Moreover, for= N/2 the upper
undersampled especially fa=2000\. For z=50\, it un-  direction cosine value, which will be named,, is equal to
dersampled only fon, near unity 6,~1). Thusif Eq.(4)is  NAfN/2 and since Af=1/(NAd) we obtain n,
used to compute the far field, a large valueNois necessary. =\/(2Ad). WhenAd is equal to one half-wavelengtiNy-

In this case, the phase of the Green’s function becomes moglist criterion n,, equals unity. Using Eq(12), the angular
oscillating_ For these reasons, the far field pressure, calcuiesolution at which the pressure far field is calculated is com-
lated over the maximum angular range {<n,<1) with  puted as

the help of Eq.(4), is not in good agreement with the ana-

Po(R.mAT )=poVp(mAf ), (123

(12b

2n A
lytical oné*~® because of the presence of oscillating ripples An,=\NAf= Tup with nup=m. (13
[see Fig. &) in Ref. 4 and Fig. &) in Ref. 6]. Recently, Wu
et al® have proposed to modify the valbein the lower and If the classical samplingsee Appendix A and the dis-

upper limits of the sum in Eq(4) for eliminating these crete Fourier transforfDFT) of v(x):
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FIG. 5. Same as Fig. 3 except thaA2 2\.

N/2 —2jmmyi, with the help of Eqs(15) and (16) are referred as the DFT
VE(MAT)=Ad X V(ixAd)eXF<T and DSFT (discrete sinc Fourier transfojnbased results,
L (14  respectively.
) ] In the following, for comparison purposes, the analytical
are used to compute the pressure, then the discrete far-fielgd) ;sion pressures will be always computednat=cos6,

pressure is given by =2n,gmy/N with m;=—N/(2n,),...,N/(2n,,) in order to
. _Po 20 dIN maximize the angular range, i.én,|=<1. In addition, the
Po(RMAT)=—>"[X_e x angular resolution at which the analytical pressure far field is
» calculated is also equal tan,=2n,,/N [see Eq.(13)]. In
+X, e 12 g, (159 other words the analytical solution will be undersampled
with whenn,, is less than unity.
sin(7rL (m,+ K)/N} II:or n, values greatgr tha.ln.up, the DFT pressure basgd -
L= _ and k= ——, (15p  results are not shown, since it is known that they are periodic
L sin(m(m,= «)/N 2Ny (see Appendix Bwith period 2, (for my=N/2, ny=ny,,

whereA=LAd, f;=1/\;=«Af and ¢ is equal to 1/2 when and thus a periodN in m, corresponds to a periodng, in

L is even and equal to 0 whenis odd. n,). Finally, as the analytical pressures and DFT based re-
Instead of classical sampling, the sampling and hold cassults are even functions, only results corresponding to
be also usedsee Appendix A In this case n,=0 will be shown.
h c L[ Tmy A. Piston mode
po(R,MATf )=ps(R,mAf )sin N | (16)

In this case, the normal velocity is assumed to be con-
where the upper indetc or h) refers to the classicatj and  stant(i.e., piston modex = 0), then the far-field pressures, as
hold (h) sampling, respectively. The computed pressuregiven by Egs(11), (15), and(16) simplify to
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FIG. 6. Far-field pressures versis keepingn, =1 for the previously

described transducer of widthA2=32\. Solid and dotted lines describe the

analytical far-field pressurelEq. (17)] and DFT resultdEq. (18)]. The
normal velocity is assumed constant.

pA(R,mMAf )=p) sin%w—L m’) a7
1 X 0 N X [

pS(R,MAf )—pO[L S (m /N e , (19

and

PH(RMAT )=p3(RmAf )e 12N for n, <1.
(19

It is interesting to note that when the source plane shifts by
half-sample length due to discretization, only the phase oks a increases, the., sin(m(m,/N
the field pressure as given by E49) is shifted by the same "
amount, but its magnitude remains unchanged. So, to th
contrary of Wuet al’s® method, no supplementary multipli-

cative phase-correction term is needed to compute the ma

for 6,= w/2, we can say immediately that the three pressures
give the same result.e., no ripples.

In the following the numerical results are normalized by
Po- In order to study the influence of,,, D andL several
cases will be considered.

1. Influence of n ,, with D and L fixed

Figure 3 displays the far-field pressures for a transducer
with 2A=32\ (as in Wu's pape), for different values of
Ny and by keepind =512\ (i.e., D=constankt In Fig. 3
solid lines and dotted lines describe the analytical far-field
pressure magnitudgEq. (17)] and the DFT based results
[Eg. (18)], respectively. It is interesting to note that, fiay
<nyy2, good results are obtained lif=2n,, ,>1, where
L, is defined by 2=L,\ (see below. For n,/2<n,<n,,
there are some small differences between the analytical so-
lution and the DFT based results. It must be noted that using
the DSFT based resultgvhich is, in this case, equivalent to
the analytical pressure far, andn,,<1) the previous small
errors can be corrected at the expense of a significant com-
putation time(N complex products to be performedrhe
interest of such procedure is questionable for engineering
applications, these errors being hardly measurable. More-
over, a true piston mode may never be obtained and the
normal velocity has always sinusoidal components for
which, as will be shown later, the previous correction fails.

One may also take a value Afd smaller thar\/2 (the
source is then oversampletbr the DFT based results. In
order to show the influence of the oversamplimg,(>1) let
assume ny=al2 with «=2 (Ad=MNa), D=512A
=N,Ad, and A=32=L,Ad (A and D are assumed
fixed). Two cases are considered. In the first case assume that
a=2 (Nyquist criterion, then we haveN,=1024 andL,
=64. In the second case assume that4 thenN,=2048
andL,=128. The first case corresponds to results shown by
Fig. 3@. In the second case, the source is oversampled
(ny=2). The corresponding results are shown in Fi@) 4
Results corresponding te= 8 are also presented in Figia}
with the horizontal axis stopped at a valug=2 for viewing
convenience. It is interesting to note that we have always
N, /L, constant. But the magnitude of the DFT based results
[Eq. (18)] is given by

c o Sin(ﬂ-l-a(mX/Na)‘
|pp(R.MAT )[=pg L, sin(m(m/N,)|’

(20

) term is more and more
well approximated by the#L ,(m,/N,) term, i.e., the alias-
ﬁ\g errors become smaller and smaller and the difference
between the DFT based results and the analytical results be-

%omes more and more negligible. In addition, fo= 4, the

nitude of the far-field pressure. Moreover, if we multiply the direction cosine is equal to d.e., cosf,=2) then for m
) X X

right-hand side of Eq.(19) by exp(dmm@/N) the half-

sample length phase shift error can be removed. Also, a

=N_/4 (cosé=1) the computed value must be rejected. In
ct, the analytical solution as given by E{), as said be-

exact expression for the real part and imaginary part of th‘?ore does not contain evanescent waves
far-field pressure can be obtained. In fact, in Ref. 5, an exact

angular spectrum is obtained but not an exact pressure. In the

far-field zone and fo,= w/2 (i.e., on thez axis) and by

using the DSFT based results, some ripples have been ob-

served in Refs. 5 and 6. But, using E¢%7), (18), and(19)
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2. Influence of the size of the source (i.e., 2A)

To show the influence of the width&of the source on
the choice ofn,,, 2A is taken equal to R (i.e., 2A=2\
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=Lp\), D=512\. As in Fig. 3, Fig. 5 shows the pressures 6(a); D =64\ andN=128 for Fig. &b)]. In Fig. 6a) and(b),
versusn,,. Good agreement between theoretical and DFTthe angular resolutiotn, [Eq. (13)] is equal to 1/128 and
values are observed for,<n,y/2 in Fig. 5a) and(b), which  1/64, respectively. Comparing Fig(c3 to Fig. 6a) and Fig.
satisfy the conditionL =2n,,L,>1. When this condition  3(d) to Fig. 6b) we may infer that, by reducin® and keep-
fails, as in Fig. %) and(d), the DFT values become errone- jhg N constant, a maximum range can be obtained. In addi-
ous. In fact, takingd =Nyh asny,=2r/Ad the following  tjon, whenD decreases keepirlg constant andh,,=1, the
two relationsN=2n,,N, andL =2n,,L, are obtained. Then  ;ompyted pressure becomes undersamisied Fig. &) and
using Eq.(18) the magnitude of the DFT based results can be]:ig. 6]. But the discrete computed pressufB&T based re-

rewritten as sulty at n,=2m,/N stay the same. Reference 6 does not

. Lo give the same conclusions. In Appendix B some comments
sm( My N_) are presented concerning replicated sources.
Ipp(R,MAT )|=pg mpw . (2D Using the above examples guidelines for the choice of
2nykp Sin((Zn;N)> Ad andD can be found. In fact, knowing/in terms ofA,

up Ad can be found by the choice of the upper angular range

For 2nl p<<1, and asm,/(2ny Np)<1 (Mm,=0,..ny), it [i.e.,n,,=N/(2Ad)] andD can be obtained from the desired
can be easily shown thapp(R,m,Af[=pg. angular resolution because the angular resolution is equal to

2/N.

3. Influence of the guard band (or D) B. Harmonic mode

In order to study the influence of guard babd (D ] ]
—NAd), Fig. 3¢) (D=512A, N=256 and Fig. 3d) (D The harmonic wavelength is taken equal to d.e., |
=512\, N=128 are considered. In addition, as it has been=4, k=128. Thus the far-field pressure exhibits a main
said before, the angular resolutiofsg. (13)] at which the lobe in the direction cosine,=1/1=0.25. 2A andD are
pressures are computed by using H43) and(18), i.e., the taken, respectively, equal to 82and 512. In this case
analytical and DFT based results, are taken the saméd. (19) does not apply. Thus the frequency aliasing and a
Figure 6 displays the far-field pressure, keepimg=1, for ~ half-sample length phase shift error in the angular spectrum
two different values oD [D=128\ and N=256 for Fig. cannot be removed. Using Eqd5 and (16) the far-field
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FIG. 8. Same as Fig. 7 except that the angular range is assumed to be equalrtg2/R2, N=512).

pressure is then computed for,,=1 and presented in this interval, the difference between the analytical solutions
Fig. 7(a) and(b), respectively, by dotted lines. The analytical and the DFT based results are small. In the general @ase
solution is obtained by the use of E€L2). The difference piston mode and harmonic modtese small errors can be
between the analytical solution and ASA resuite., DFT  reduced if the source is oversampled. In addition, it has been
and DSFT resultsare presented in Fig.(@ and(d). Figure  shown that the size of guard band influences only the reso-
8 is obtained by using the same parameters as for Fig. 6 bligtion at which the pressure field is computed. Finally, the
Ny is taken equal to 1/2. It should be noted fgre=0.25, the proposed method can also be extended to three-dimensional
difference is significant when the DSFT angular spectrum igadiation problems. In fact, the normalized far-field directiv-
used. Thus as said before, the DSFT do not correct the aliady pattern of a piston source whose size is given[Bg,

ing errors and the DFT gives best results. By the inspectioA] and located at the x(y) plane, is equal to

of Figs. 7 and 8, we can say that, whep, decreases the SINC(Ak,)sinc(Aky).

difference increases. Thug, must be chosen greater than or

equal to 1V. The choice ofN can be obtained from the de- APPENDIX A: CLASSICAL AND HOLDING SAMPLING

sired angular resolution. To use the ASA, the souroéig. 1) must be sampled.

As for signals there are a lot of methods to sample the nor-
1. CONCLUSION mal velocity distribution »(x) in the source plane=0
In the far-field zone, it has been shown that the discretéFig. 1). The classical sampling of(x) can be mathemati-
form of Eq. (7) allows fast computation and gives best re- cally described by

sults. It allows to find guidelines for the choice of the sam- N/2
pling interval and the size of guard band. Using the discrete  »°(x)=Ad > w(iyAd)S(x—iAd), (A1)
form of this equation some errors appear. Two examples x=—N/2+1

have been considered: piston mode and harmonic mode. F@here § is the Dirac functionFig. 1). The sample and hold

real transducers, the normal velocity always contains harof »(x), that has been proposed by Wual.® is mathemati-
monic oscillations. Then, it has been shown that the DFTcally described by

based results must be used. By using the DFT some errors N2

appear. These errors have been discussed by considering dif- _ * ( )
ferent cases. It has been shown that the DFT based results are 0 Adixz_sz v(ixAd)d(x—i,Ad)"rec Ad
correct over the interval—n,y/2, n,/2]. In the exterior of (A2)
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X L i Ad
_ | = < —
rect 14 ,if || >
=0, elsewise, (A3)

+ oo

Pe(R,Ny) = E P3(R,ny— 2ixnup)-

iy=—0o

(B2)

This equation indicates that the discrete pressure is obtained
by summing up the FT ob(x)exd (2jmx/\)(2i,n,p)]. This
induces errorgaliasing inherent to the use of sampling.

wheré denotes the convolution product. In the above tWOThese errors becomes small wheg=\/(2Ad) is greater

equations, the upper indé€g or h) refers to the classicak]

and hold f) sampling, respectively. It should be noted that

if Ad—0 then »"—»°. This mathematical presentation is

than unity(the source is then oversampleth fact, and from
Eqg. (B1), we can say that the replicated spectra will be lo-
cated far from the original spectrum wheg,>1. For this

useful because it indicates the physical interpretation of thea;50n the computed pressures in Fig. 4 are in best agree-

used sampling. In fact, in EgA2) the value ofy(m,Ad) is
kept constant over the intervalAd/2, Ad/2]. Using the

ment with the analytical one. Effects in E@®2) are classical
in signal processing and described in many classical books.

two previous expressions, it is simple to show that the disy, aqgition, similar relations concerning replicated spectra

crete forms of the analytical Fourier transfo(fil) of »(x)
are given by:

vz —2j rmi
C(mAf)=Ad > V(ixAd)exp(—”)
iy="N/i2+1 N
(A4)
and
m
VE(MAT )= VE(mAf )sino( WN X), (A5)

whereAf=1/(NAd). Equation(A4) is the DFT of the nor-
mal velocity and Eq(A5) gives the DSFT'YDiscrete Sinc-
Fourier Transform angular spectrum. EquatiofA5) has
been proposed by Wet al® to obtain an exact angular spec-
trum.

APPENDIX B: SOME CONSIDERATIONS FOR
REPLICATED SOURCES

It is well known that if a general functiorf(u) is
sampled with a period\u, its Fourier transform(FT) or
inverse Fourier transform(7) becomes periodic with pe-
riod A»=1/Au. Thus in our case, the normal velocity is
sampled at\d, then the far-field pressure, which is the FT of
this velocity, is periodic with period f,=1/Ad. This period
corresponds to a period in angular range equal Ad, (or
equivalent to @,,). In fact, assuming thatl— + o, then the
FT of Eq.(Al) can be rewritten as

+ oo 1 +o0 |
VC(fx):V(X)*ix;x 5(x— A—g) :iX;w v( X— A_jj) _
(B1)
Then using Eq(7), the discrete pressure is given by
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have been obtained by Hadt all® Moreover, Eq.(1) in
Ref. 6 is not identical to Eq(B2). For more details see
Ref. 11.
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Temperature dependence of ultrasonic attenuation and ultrasonic Gruneisen parameter are
investigated in alkali halides in the range 80—300 K. The calculations use a computer program,
developed by the authors, for implementing Nava’'s modified formulation of Woodruff's theory.
These calculations are done for NaCl, NaF, and LiF for longitudinal and shear waves along the
[100], [110], and[111] directions. Compared to calculations based on original Mason formulation,

it was found that in most cases the results are in better agreement with the experimental data. The
results also help to throw some light on relative merits of different theories of attenuatioh998®
Acoustical Society of AmerichS0001-496608)05706-3

PACS numbers: 43.25.0MAB]

INTRODUCTION [110], and[111]] directions in the range 80—-300 K. We have
found that, in most cases, the present calculations show
In the past a considerable amount of work, both theoretmuch less departure from experimental data compared to cal-
ical and experimental, has been done in investigating theulations based on the original Mason formulation. This is
temperature dependence of acoustic attenuation in alkalfue even if Mason calculation is done with the full integral
halides!~*° Experimental studi€s® reveal that the disloca- instead of with just a sum over pure modes.
tion mechanism yields a negligible contribution to the ultra-
sonic absorpt_|on in well-annealed qrystals of alka!| hahdesC]_ THEORY AND COMPUTATION
and the contribution of thermoelastic losses, too, is exceed-
ingly small. Thus the class of alkali halides is ideally suited In dielectric solids an important source of acoustic ab-
for the study of ultrasonic absorption by phonon—phononrsorption in the rangé) <1 (where(} is the angular fre-
interactions as the absorption is determined almost excluguency of the acoustic wave andis the thermal phonon
sively by this mechanism. relaxation time is the Akhiezer mechanism, whereby the
The calculation of temperature dependence of acoustithermal phonon gas extracts energy from the acoustic wave
damping in the Akhiezer regime has been studied in NaFRthrough anharmonic interactions. Akhiezer's original
NaCl, NaBr/~°KCI, KBr, and KI%1°using Mason’s theor§.  theory'” was modified first by Woodruff and Ehrenreich and
In a recent study by Navet al!! the attenuation was calcu- then by Mason and Bateman, using fundamentally different
lated at room temperature using a modified formulation ofapproaches. Woodruff's expression for attenuation is a func-
theory of Woodruffet al'? for 12 nonconducting cubic crys- tion of mode specific heats, and involves complex averages
tals, including the halides NaCl, KCI, LiF, and NaF. of the anharmonic parameters which describe the strain de-
However, all these investigations employ Mason’spendence of the lattice vibrational frequencies over the Bril-
scheme in which the various averages of the moden@sen louin zone. Mason’s expression, derived in the anisotropic
numbersy;; are evaluated over a small, fixed set of thermalcontinuum limit, involves thermal energy and nonlinearity
phonon modes along the pure mode directions. A computezonstant, which is a function of the second-, and third-, order
program recently developed by'd$acilitates the calculation elastic constant6SOEC and TOELof the solid.
of these averages over the entire spectrum of thermal phonon Although Mason'’s theory has been most widely used in
modes. The flexibility of our program allows the calculation its original format to account for the temperature dependence
of these averages using either Mason’s formuldfiol or  of attenuation in a variety of solid§;* its conceptual basis
Nava’s formulatioh® by selecting appropriate weights. The has been questioned by Barrett and Holf#nwho contended
motivation and aim of developing this program was that suclthat the correct derivation of the starting equation used by
a program would facilitate a theoretical investigation of dif- Mason should lead to Woodruff's expression for attenuation
ferent models in different solids on one hand, and, on theoefficient.
other, it could have the flexibility of incorporating new re- Recently Navaet al. have suggested a modified formu-
finements in these models at any stage. In this work we appliation of Woodruff's theory, based on the use of UGP which
our program to estimate the temperature dependence of N& able, at least formally, to clarify the origin of the tempera-
va's ultrasonic Groeisen parametefUGP) and ultrasonic ture dependence of attenuation. Their expression for attenu-
attenuation in NaCl, NaF, and LiF. The calculations are preation coefficient for a wave of polarizatigrand propagation
sented for longitudinal and shear waves along [he0], directionK is
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Np| [30Q%kT] , 5
el v .
) o _ o {a) NaCl + v 7
where ki is the thermal conductivity alonl, T is the ab- e v 7
solute temperatures is the densityV; andc are the sound s
wave and the Debye average velocities, respectively I#nd 3 et
is the effective UGP. This parameter is an average of GP for P * P
each phonon modey(i) weighted by their thermal conduc- " s s s 88 s 8
tivity «k(q,i) and is formally given by the expression s ¢ X x x x X X >
. . x x X
Fz_Eq,irﬁ(q,nKK(q,l) & .
Sqikk(Q,i) 7
h E W ® XN R TN W E @ OER
wit <
5 2 35 (b) NaF . + 4
FZ (C) 2 << >> 1 i}ﬁ} (3) s + * +
ij ,8|2 ij ij ij Vj2 jL 3 . . +
and 2.5 *
k(i) =3Ci Bl 7 . @ R
Here all properties of the thermal phonon of a given branch 8 1.8 ¥ ¥ ¥ ¥ ¥
are assumed to depend on the phonon wave vegt@; is - s k kK x ¥ ¥

the component of the phonon group velodityalongK, C;
is the mode specific heaf;; is the mode generalized GP,
((7ij) is the specific heat weighted average for all modes in ) T R W W R E m ® W ®

[
the Brillouin zone, and;, is the Kronecker delta. The last -
. N 2 2.5

two terms in Eq.(3) represent the contribution tb{; for n
longitudinal waves j=L) from local phonon relaxation ef- (o) LiF Lo v "
fects with the last standing for the classical thermoelastic S
contribution.

Nava et al. assume an anisotropic elastic continuum 1.5 R
model in which theg dependence of the phonon properties is L s ¢ 9
neglected andy;; are simply given by linear combinations of s s s s s s s 88

SOEC and TOE®? They further assume a constant phonon
relaxation time deduced from the thermal conductivity by
=3k/C,c? C, being the total specific heat. Under these 0.5
approximations Eq(3) reduces to

I‘J?:(yizj)—<yij>[<'yij>—<yij,8i2/V]-2>]5j|_, (5) %o 100 150 200 250 300
where K

FIG. 1. Temperature dependence of ultrasonicr@isen parameter for dif-
<a”—)=2 Cia;;/C. (6) ferent directions.+: [100] long.*: [110] long., $:[111] long., OI: [100]
| shear,X: [110] shear{110], A: [110] shear{001].

Assuming further that all phonon modes contribute equally

to the specific heat, Navat al. approximate the averages gcheme. Our program facilitates a more complete calculation

indicated in Eq.(6) by simple numerical averages; for ex- of Navaet al’s modified formulation of Woodruff's theory

ample, by performing the specific heat weighted averages of mode
v's over the entire spectrum of thermal phonon modes.

(vipy=2 iy /N, (7)  Moreover, the calculation of the average; 57/V?) is per-

' formed correctly in our program by evaluating the compo-
wheren; is the number of pure thermal modes coupled to thenent 8; of the phonon group velocity along the sound wave
sound wave througly;; andN is the total number of modes propagation direction for each phonon mog@ehas not been
in the forward hemisphere. Mason’s scheme of countingused in this sense by Naw al. although it is defined like
these modes is followed. this.

Thus it can be seen that although the averages of mode The computer program developed by us is based on the
¥'s indicated in Navat al’s formulation are defined by con- Brugger—FritZ* scheme of integration over the length of the
sidering the mode specific heats as the weights the calculavave vector followed by double angular integration over all
tions reported by Navat al!! have been performed using directions. In this scheme the continuum model is assumed.
approximate simple numerical averages, following Mason’sThis means that the excitation of optic modes can be ne-
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0.1 4 e+ A+ o 4+ + o+ o+ Ref. 5.

L m poo poms surements although these authors mention the substantial dif-
ficulties in measurements at low temperatures. For LiF such
T measurements are reported by Md&sand Avdoninet al®

FIG. 2. Temperature dependence of ultrasonic attenuation in NaCl at 176vdonin’s measurements have an error of 20%. Hahsom

MHz. *: values calculated using Nava’s formulatioh; experimental val- has measured the attenuation in LiF and found that the at-

ues from Ref. 8. tenuation was independent of temperature down to 60 K

within +=30%. The attenuation values of Hanson calculated

glected and the branch index for the mode takes only thre&Sing quadratic frequency dependence of attenuation, which

values. The acoustic modes obey Debye distribution functiotivas observed by both Hanson and Avdonin at room tempera-

and the maximum value of the length of the wave vector inture, are also included here for comparison with the results of

any direction is the Debye radius £6/V,)*3, whereV, is  our calculation. Avdoniret al® have reported that the damp-

the volume of the primitive unit cell. The volume of the ing in NaF crystal varies in a way similar to that observed in

Debye sphere equa|5 that of the first Brillouin zone. LiF crystals. The experimental values used here for NaF are
We have checked the consistency of results using differobtained by using the room temperature attenuation values

ent single and multiple integration routin®dn our program  for NaF and the temperature variation of relative attenuation

the number of directions for whicly; are evaluated is de- for LiF.

termined by a convergence criterion for the numerical ap-

proximation of the appropriate integral. The minimum num-!l- RESULTS AND DISCUSSION

ber of directions considered in the present study was 800. The temperature dependence of UGP calculated using

For shear wavegy) was found to be consistently less than our program for different directions of propagation and po-
108 with the imposed convergence criterion in all the cases

studied. This points to the essential correctness of the nu-

+ + + o+ o+

merical approximation to the full integral. 12 + 7

The UGP and attenuation along different directions were . 7 _
calculated using expressions in E¢.and(1), respectively, ok + T [110] Shear [110! . x
by taking into account the temperature dependence of each * I v
parameter contained in these expressions. The experimental Lt

data of room temperature densities and of temperature de-
pendence of thermal expansion coefficient, thermal conduc-
tivity, and SOEC were taken from the literatffe®° The

sets of TOECs reported by us earlfel® are used. The wave (110} Shear [001)

A(dB/usec)
I\
\

velocities and Debye average velocities were obtained using e
the experimental SOEC and density data and the relevant - R B
expressions! The results of these calculations are compared ot o+ o+ o+ o+ o+ o+ o+ o+
with the experimental temperature-dependent attenuation
data available in the literature. * e 140 200 260
For NaCl the attenuation values measured by Merkulov T(K)
etal® at 170 MHz are used. It should be noted here that
Merkulov et al. have not specified the accuracy of their mea- FIG. 4. Same as in Fig. 3.
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FIG. 5. Same as in Fig. 2 for LiF at 800 MH#or [100] shear wavef FIG. 6. Same as in Fig. §=800 MHz.
=480 MH2). Experimental values from Ref. 5 for longitudinal wave and
from Ref. 2 for shear wave.l: experimental values from Ref. 3.
calculatiot*® using Mason'’s theory incorporating the re-

larization is shown in Fig. 1. It can be seen from this figurefinement suggested by Merkulcet al,* did not show this
that the longitudinal waves and the shear wave polarizediscrepancy for longitudinal modes. However, for shear
along the [110] direction exhibit larger magnitude and Waves a slight increase at low temperature was observed
greater temperature dependence of UGP than the sheWith this calculation, too. Use of the experimental data on
waves polarized along tH@01] direction. These results are the temperature dependence of TOECs should aid further
in qualitative agreement with the observations of Navalhvestigation of the temperature dependence of attenuation in
et al® who have used the experimental attenuation data t&1€se compounds. _ _
extract the temperature dependence of UGP in the case of [t may be recalled here that Barrett and Holland, in their
Ge, Si, MgO, and SiQ The UGPs determined in this way criticism of Mason’s theory, have pointed out that a more
contain the effects of temperature on the average anharmdgorous derivation of Mason’s theory should result in the
nicity of the lattice as sampled by the sound waves.

The results of our calculation of temperature dependence 10
of attenuation are presented in Figs. 2—7. These figures must
be interpreted in the light of the errors in measurements of noenoeea ‘: PR Ed
attenuation mentioned above as well as the fact that measure- st )
ments on the same material by different workers show a fair 5 {110] Shear [110]
amount of variation, as, for example, in the case of {iF. * T A R I
Also, we have found that these results are in better quantita- '
tive agreement with experiment than those based on Mason’s
scheme and reported earlier by<® This is illustrated in
Fig. 8 discussed below. Moreover, it should be mentioned
here that a more complete calculation of attenuation using
Navaet al’s theory requires much more knowledge than is
available of the parameters y;;, and g;. The q depen- [111] Long.
dence ofr and y;;, for example, which is neglected in the
present analysis, can throw more light on the present inves- 2t
tigation.

The increase of attenuation at low temperatures that is +
observed for all directions in the case of LiF and for shear 0
waves polarized alonf001] in the case of NaCl and NaF
was investigated using the Born—von Karman model instead . L o 200 260
of the Debye model in our program and it was found that the . T
discrepancy could be reduced. However, the improvement
was too small. It should be noted here that our earlier FIG. 7. Same as in Fig. 5=800 MHz.
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4 . with each other than those obtained for transverse waves.
NaCl s Figure 8 illustrates this comparison in different compounds
[111] Long. . for those directions for which the two approaches show the
e f=170 MHz ‘ closest agreement. In this figure results obtained using Ma-
a son’s pure mode scheme are also included in order to bring
0.8 4 out our observation that the present calculations are, in most

a cases, far nearer the experiment than those based on original
. Mason formulation. This is something we have found to be
true in all the other materials we have investigated earlier.
Thus the results obtained by us so far indicate essential va-
lidity of some of the objections raised against Mason’s
theory by Barrett and Hollantf. The discrepancy observed
<F NaF for transverse waves is being investigated by incorporating

{110] Long. the dispersion of acoustic modes in Nava'’s calculation. More

14} =800 MHz Lo experimental data regarding attenuation of shear waves
should be useful in this investigation.
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